
WPAOFFICIAL JOURNAL OF THE WORLD PSYCHIATRIC ASSOCIATION (WPA)  

 Volume 17, Number 3 October 2018

World Psychiatry

ISSN 1723-8617NEW IMPACT FACTOR: 30.000

EDITORIAL

Classification of psychopathology: conceptual  241
and historical background  
K.S. KENDLER

SPECIAL ARTICLES

Intergenerational transmission of trauma effects: 243
putative role of epigenetic mechanisms
R. YEHUDA, A. LEHRNER

The severity of psychiatric disorders 258
M. ZIMMERMAN, T.A. MORGAN, K. STANTON 

PERSPECTIVES

Digital phenotyping: a global tool for psychiatry 276
T.R. INSEL

Telemental health: why the revolution has not 277
arrived 
E. ABOUJAOUDE

The brain’s center of gravity: how the default mode 278 
network helps us to understand the self
C.G. DAVEY, B.J. HARRISON

Why are savant skills and special talents 280
associated with autism? 
F. HAPPÉ

FORUM – QUANTITATIVE CLASSIFICATION 
OF MENTAL DISORDER: PROGRESS AND 
CHALLENGES

Progress in achieving quantitative classification 282
of psychopathology
R.F. KRUEGER, R. KOTOV, D. WATSON ET AL

Commentaries
Quantitative classification as (re-)descriptive  294
psychopathology 
P. ZACHAR

Dimensions fit the data, but can clinicians 295
fit the dimensions?
P. TYRER

HiTOP must meet the use requirements of the 296
ICD before it can aspire to replace it
G.M. REED

“Throwing out the baby with the bathwater”? 298
Conceptual and methodological limitations
of the HiTOP approach
H.-U. WITTCHEN, K. BEESDO-BAUM

The dialectic of quantity and quality in 300 
psychopathology 
A. JABLENSKY

After the failure of DSM: clinical research on 301
psychiatric diagnosis
S.N. GHAEMI

Internalizing disorders: the whole is greater 302
than the sum of the parts
G. ANDREWS

Categorical and/or continuous? Learning 304
from vascular surgery
K.W.M. FULFORD, A. HANDA

RESEARCH REPORTS

Clinical utility of ICD-11 diagnostic guidelines 306
for high-burden mental disorders: results 
from mental health settings in 13 countries
G.M. REED, J.W. KEELEY, T.J. REBELLO ET AL

Psychological interventions to reduce positive 316
symptoms in schizophrenia: systematic review 
and network meta-analysis
I. BIGHELLI, G. SALANTI, M. HUHN ET AL

Tardive dyskinesia risk with first- and second- 330
generation antipsychotics in comparative  
randomized controlled trials: a meta-analysis
M. CARBON, J.M. KANE, S. LEUCHT ET AL 

CLINICAL UPDATE

Management of common adverse effects of 341
antipsychotic medications 
T.S. STROUP, N. GRAY

INSIGHTS

Healthy pregnancy and prevention of psychosis 357
E. SUSSER, K. KEYES, F. MASCAYANO

Serotonin, psychedelics and psychiatry  358
R.L. CARHART-HARRIS

Insomnia and inflammation: a two hit model  359
of depression risk and prevention 
M.R. IRWIN, D. PIBER

Conditioned hallucinations: historic insights 361
and future directions
P.R. CORLETT, A.R. POWERS

LETTERS TO THE EDITOR 363

WPA NEWS 373



The World Psychiatric Association (WPA)

The WPA is an association of national psychiatric societies 
aimed to increase knowledge and skills necessary for work in 
the field of mental health and the care for the mentally ill. Its 
member societies are presently 140, spanning 120 different 
countries and representing more than 200,000 psychiatrists.

The WPA organi zes the World Congress of Psychiatry 
every three years. It also organizes international and regional 
congresses and meetings, and thematic conferences. It has 
72 scientific sections, aimed to disseminate information and 
promote collaborative work in specific domains of psychiatry. 
It has produced several educational programmes and series 
of books. It has developed ethical guidelines for psychiatric 
practice, including the Madrid Declaration (1996).

Further information on the WPA can be found on the web-
site www.wpanet.org.

WPA Executive Committee
President – H. Herrman (Australia)
President-Elect – A. Javed (UK/Pakistan)
Secretary General – R.A. Kallivayalil (India)
Secretary for Finances – A. Soghoyan (Armenia)
Secretary for Meetings – M. Takeda (Japan)
Secretary for Education – R. Ng (Hong Kong-China)
Secretary for Publications – M. Botbol (France)
Secretary for Sections – T.G. Schulze (Germany)

WPA Secretariat
Geneva University Psychiatric Hospital, 2 Chemin du Petit 
Bel-Air, 1225 Chêne-Bourg, Geneva, Switzerland. Phone: 
+41223055737; Fax: +41223055735; E-mail: wpasecretariat@
wpanet.org.

World Psychiatry

World Psychiatry is the official journal of the World 
Psychiatric Association. It is published in three issues per 
year and is sent free of charge to psychiatrists whose names 
and addresses are provided by WPA member societies and 
sections.

Research Reports containing unpublished data are wel-
come for submission to the journal. They should be subdivided 
into four sections (Introduction, Methods, Results, Discussion).
References should be numbered consecutively in the text and 
listed at the end according to the following style: 
1. Cuijpers P, Sijbrandij M, Koole SL et al. Adding psychother-

apy to antidepressant medication in depression and anx-
iety disorders: a meta-analysis.  World Psychiatry 2014;13:
56-67.

2. McRae TW. The impact of computers on accounting. 
London: Wiley, 1964. 

3. Fraeijs de Veubeke B. Displacement and equilibrium mod-
els in the finite element method. In: Zienkiewicz OC, 
Hollister GS (eds). Stress analysis. London: Wiley, 1965:145-
97.
All submissions should be sent to the office of the Editor.

Editor – M. Maj (Italy).
Editorial Board – H. Herrman (Australia), A. Javed (UK/Paki-
stan), R.A. Kallivayalil (India), A. Soghoyan (Armenia), M. 
Takeda (Japan), R. Ng (Hong Kong-China), M. Botbol (France), 
T.G. Schulze (Germany).
Advisory Board – H.S. Akiskal (USA), R.D. Alarcón (USA), D. 
Bhugra (UK), J.A. Costa e Silva (Brazil), J. Cox (UK), M. Jorge 
(Brazil), H. Katschnig (Austria), F. Lieh-Mak (Hong Kong-
China), F. Lolas (Chile), J.E. Mezzich (USA), D. Moussaoui 
(Morocco), P. Munk-Jorgensen (Denmark), F. Njenga (Kenya), 
A. Okasha (Egypt), J. Parnas (Denmark), V. Patel (India), P. Ruiz 
(USA), N. Sartorius (Switzerland), A. Tasman (USA), S. Tyano 
(Israel), J. Zohar (Israel).

Office of the Editor – Department of Psychiatry, University 
of Naples SUN, Largo Madonna delle Grazie, 80138 Naples, 
Italy. Phone: +390815666502; Fax: +390815666523; E-mail: 
majmario@tin.it.

World Psychiatry is indexed in PubMed, Current Contents/Clinical Medicine, Current Contents/Social 
and Behavioral Sciences, Science Citation Index, and EMBASE.

All back issues of World Psychiatry can be downloaded free of charge from the PubMed system 
(http://www.pubmedcentral.nih.gov/tocrender.fcgi?journal=297&action=archive). 



EDITORIAL

Classification of psychopathology: conceptual and historical
background

In their paper in this issue of the journal, Krueger et al1 con-
sider two different approaches to the classification of psycho-
pathology. Here I would like to focus on the conceptual and
historical background of these approaches.

What the authors call “authoritative” nosology – represen-
ted currently in the US by the DSM-5 system2 – evolved from
classificatory efforts starting in the late 17th century, when
large numbers of patients began to be collected in asylums in
Central and Western Europe. These efforts were based on ear-
lier attempts to classify generalmedical conditions, whichwere
in turn heavily influenced by systems that classified animal
and plant species as part of the beginning of zoology and bot-
any as descriptive sciences3. So, I agree with the authors that
the DSM is an historically influenced document, but I see this
more positively than they do.

Medicine has worked by a gradual evolutionary process of
the articulation of broad syndromes, many of which, with ad-
vancing knowledge, become divided up into more homo-
genous entities that then develop into what we might call “dis-
orders” and eventually “diseases”. In psychiatry, this process
has been slower and more difficult than in most areas of medi-
cine, but still represents an accumulated wisdom that typically
works pretty well in the real world of patient care. How well it
serves the goals of research is another matter.

As this brief history suggests, categories are inextricably
intertwined with the world of clinical medicine. Individuals in
care need to be given diagnoses because of the key dichoto-
mies that exist in this world – to treat or not to treat, to dis-
charge (from an emergency room) or hospitalize, to qualify for
a particular treatment algorithm or not, to bill or not and, if to
bill, with what specific code. This does not, of course, preclude
quantitative measures, the focus of the nosologic approach
advocated by the authors. These too are woven into the fabric
of medicine. Think of temperature, pulse rates, fasting blood
sugar, white blood cell counts and bone densities. These mea-
sures happily co-exist with the diagnostic world and are used
nearly universally to monitor health and illness and guide
therapy.

I worry that underneath this debate about continua versus
categories there is a confusion between the “levels” of under-
lying physiology/etiology and clinical manifestation. Let me il-
lustrate this by a “thought experiment”:

A steep south-facing slope in the high mountains re-
ceived a heavy snowfall. The next morning dawns warm
with a clear sky and strong sun. The temperature – a
classical quantitative variable – at the lower levels of the
snow pack starts to rise and melting increases gradually
throughout the morning. Suddenly, in mid-afternoon,

the snow pack starts to slide, ending in a dramatic av-
alanche.

This example illustrates a natural quantitative process –

snow melting with increasing temperature – and a dramatic
threshold effect. If you work for the ski patrol to prevent av-
alanches, you need to understand both processes.

Turning to medical applications, consider a femur with in-
creasing levels of strain – a quantitative trait. At some point,
the bone breaks with dramatic health consequences. Think of
a coronary artery with increasing occlusions as cholesterol
plaques increase. At some point, the blood flow and associated
delivery of oxygen slips below a critical level. Heart tissue starts
to die and amyocardial infarct occurs.

I agree that taxometric methods provide at most modest
evidence for discrete diagnostic categories in psychiatry. But I
want to add to this discussion a different and informative per-
spective –within individual analyses. Like when seeing an ava-
lanche, when seeing an acute patient presenting in the emer-
gency room with a broken femur or an active myocardial in-
farction, it is difficult to conclude that one should only be con-
cerned with the underlying quantitative process. Something
clinically dramatic and “categorical” has occurred that calls for
immediate intervention. Consider the following brief psychi-
atric vignettes:

A vulnerable individual, who stopped his antipsychotic
medication four weeks ago, over 48 hours transitions
from a non-psychotic state to a full-blown psychosis
characterized by active auditory hallucinations and per-
secutory delusions about which he is quite preoccupied.

An individual with prior bipolar illness in good remis-
sion, after traveling across five time zones and experienc-
ing several nights of poor sleep, the next day, “flips” into
a fully syndromal mania.

You observe a friend with panic disorder in a crowded
restaurant go from a calm, collected state in less than a
minute to one of acute distress with sweating, panting,
shaking and fear of dying.

While not all psychiatric disorders have such dramatic “av-
alanche-like” transitions, they are fairly common in clinical
psychiatry and challenge the authors’ conclusions that there is
little viable evidence that psychiatric disorders need to be
understood from a categorical perspective.

Let me turn to a quite different issue. I was concerned by
the manner in which the authors characterize the DSM pro-
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cess: “group discussions and associated political processes”,
manifesting “sociopolitical dynamics”, issuing ex cathedra de-
cisions with the final diagnoses resulting from “presumed au-
thority and fiat”. This tone will not aid interdisciplinary dis-
course. The authors imply that they are the objective scientists
while those who worked on DSM are, by comparison, bogged
down in political discourse and constrained by old-fashioned
historical dictates. While this is not the place to discuss this in
detail, any organized effort in science to develop classifications
involves “sociopolitical dynamics”. Readers who think other-
wise might consult a history of the decision of the Internation-
al Astronomical Union to remove Pluto from the official list of
planets4.

I want to conclude by talking about standards of diagnostic
validation. At the risk of over-simplification, the Hierarchical
Taxonomy of Psychopathology (HiTOP) program emphasizes
psychometricmethods in its typological proposals. Suchmeth-
ods have been key in the history of psychology, for example in
the development of personality typologies and measures of
various cognitive skills. So, it is sensible that they should be ap-
plied in the area of psychopathology. However, this approach
differs considerably from the medical tradition emphasized by
DSM. Put simply, the medical tradition wants diagnoses that
tell us a lot about the patient – the course, the likely etiologic
process, the best treatment, etc.. We organize our literature
around our diagnoses, from cohort studies to randomized
controlled trials.

The specific articulation of this viewpoint in psychiatry was
first given by Robins andGuze5 with their list of validators, sub-
stantially expanded since then. Since DSM-III, the role of the
evaluation of validators in diagnostic change has, albeit some-

what unevenly, gradually increased. The main approach has
been the use of literature reviews trying to summarize available
information on validators. These questions were the specific
focus of the Scientific Review Committee that evaluated every
proposed diagnostic change in DSM-56. The procedures devel-
oped for change in DSM-5 by the American Psychiatric Associ-
ation’s Steering Committee are empirically rigorous and data
driven7.

It is not surprising that the scientific disciplines of psychi-
atry and clinical psychology have developed different ap-
proaches to the creation and evaluation of diagnostic entities/
dimensions. Optimal communication between these two dis-
ciplines, however, requires an understanding of the similar-
ities and differences in these approaches, the relative strengths
and limitations of each approach, and the acceptance by both
sides that each is likely to be able to contribute meaningfully
to the difficult challenge of designing an optimal psychiatric
classification.

Kenneth S. Kendler
Virginia Institute for Psychiatric and Behavioral Genetics and Department of Psychiatry,
Virginia Commonwealth University, Richmond, VA, USA
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SPECIAL ARTICLE

Intergenerational transmission of trauma effects: putative role of
epigenetic mechanisms

Rachel Yehuda, Amy Lehrner
James J. Peters Bronx Veterans Affairs Hospital, Bronx, NY, USA; Departments of Psychiatry and Neuroscience, Icahn School of Medicine at Mount Sinai, New York, NY, USA

This paper reviews the research evidence concerning the intergenerational transmission of trauma effects and the possible role of epigenetic mech-
anisms in this transmission. Two broad categories of epigenetically mediated effects are highlighted. The first involves developmentally pro-
grammed effects. These can result from the influence of the offspring’s early environmental exposures, including postnatal maternal care as well
as in utero exposure reflecting maternal stress during pregnancy. The second includes epigenetic changes associated with a preconception trauma
in parents that may affect the germline, and impact fetoplacental interactions. Several factors, such as sex-specific epigenetic effects following
trauma exposure and parental developmental stage at the time of exposure, explain different effects of maternal and paternal trauma. The most
compelling work to date has been done in animal models, where the opportunity for controlled designs enables clear interpretations of transmis-
sible effects. Given the paucity of human studies and the methodological challenges in conducting such studies, it is not possible to attribute inter-
generational effects in humans to a single set of biological or other determinants at this time. Elucidating the role of epigenetic mechanisms in in-
tergenerational effects through prospective, multi-generational studies may ultimately yield a cogent understanding of how individual, cultural
and societal experiences permeate our biology.

Key words: Intergenerational transmission, epigenetic mechanisms, trauma, offspring of trauma survivors, childhood adversity, post-traumatic
stress disorder, developmental programming, fetoplacental interaction

(World Psychiatry 2018;17:243–257)

There is now converging evidence supporting the idea that
offspring are affected by parental trauma exposures occurring
before their birth, and possibly even prior to their conception.

On the simplest level, the concept of intergenerational trau-
ma acknowledges that exposure to extremely adverse events
impacts individuals to such a great extent that their offspring
find themselves grappling with their parents’ post-traumatic
state. A more recent and provocative claim is that the experi-
ence of trauma – or more accurately the effect of that experi-
ence – is “passed” somehow from one generation to the next
through non-genomic, possibly epigenetic mechanisms affect-
ingDNA function or gene transcription1-6.

Although both intergenerational (from F0 to F1) and trans-
generational (from F0 to F3 or F4) transmission of environ-
mental adversity effects have been established in animal mod-
els, studies in humans have not yet demonstrated that the
effects of trauma are heritable through non-genomic (i.e., epi-
genetic) mechanisms. Nonetheless, there has been much ex-
citement about, and even premature promulgation of, the idea
that those effects are transmitted through DNA modifications,
explaining the impact of familial experience7.

The inclination to attribute offspring effects to epigenetic
mechanisms in part reflects the inexact and varied use of the
term “transmission”. The original use was descriptive, and
without mechanistic inferences. Now that animal research has
defined a molecular pathway through which transmission of
trauma effects might occur, more precise language is warrant-
ed to distinguish between clinical observation and biologi-
cal mechanism. At the current time, the idea that epigenetic
mechanisms underlie clinical observations in offspring of
trauma survivors represents a hypothesis to be tested.

This review delineates potential epigenetic mechanisms
that might be examined in relation to offspring effects, and
provides insight into the type of studies that might be most in-
formative.

THEORIGINOF STUDIESOF
INTERGENERATIONAL TRAUMA EFFECTS

The concept of intergenerational trauma was introduced in
the psychiatric literature through descriptions of behavioral
and clinical problems in offspring of Holocaust survivors8.

In a pivotal paper describing three patients who presented
for psychiatric treatment, Rakoff8 wrote: "The parents are not
broken conspicuously, yet their children, all of whom were
born after the Holocaust, display severe psychiatric symptom-
atology. It would almost be easier to believe that they, rather
than their parents, had suffered the corrupting, searing hell”.

This initial report generated mostly negative reactions, in-
cluding caution about generalizing from what might have
been idiosyncratic observations in a small number of extreme
cases9. Some stakeholders may have felt that the suggestion
that surviving the trauma of genocide had deleterious implica-
tions for progeny was stigmatizing in the face of the emerging
cultural narrative regarding the Holocaust, which was one of
survival against all odds, resilience, and defiance in the hope
of preventing such occurrences in the future10.

The initial anecdotal report, and the reactions to it, gener-
ated much empirical research on the question of whether and
how Holocaust offspring, conceived and born after World War
II, were affected. Hundreds of articles appeared, beginning in
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the 1970s and continuing for some decades thereafter. The
studies described in these reports either failed to find effects in
Holocaust offspring, corroborated earlier clinical descriptions,
attempted to restrict the observations of damaging effects to a
subgroup, or pointed to serious methodological challenges in
attempting to address this question empirically11-13.

A wide range of phenomena was described in studies re-
porting behavioral difficulties in Holocaust offspring. These in-
cluded: feelings of over-identification and fused identity with
parents, impaired self-esteem stemming fromminimization of
offspring’s own life experiences in comparison to the parental
trauma, tendency towards catastrophizing, worry that parental
traumas would be repeated, and behavioral disturbances such
as experiencing anxiety, traumatic nightmares, dysphoria,
guilt, hypervigilance and difficulties in interpersonal function-
ing. Such studies often did not account for parental psycho-
pathology, but assumed it on the basis of parental exposure.

Similar types of symptoms were later described in the chil-
dren of Vietnam veterans14,15, a phenomenon that was termed
“secondary traumatization”16. This concept did not imply an
intergenerational transmission, but rather referred to the stress-
ful nature of living with a traumatized individual who may be
expressing symptoms and recounting or relivinghorrific experi-
ences17.

In the absence of biological mechanisms to explain the re-
ported findings, explanations were almost exclusively psycho-
dynamic or behavioral. For example, it was suggested that
trauma survivors externalized their post-traumatic symptoms
through their nonverbal behaviors and unconscious reenact-
ments of fear and grief, such that the child became a container
for the unwanted, troubling experiences of the parent18,19.

Distinctions between “transmission” from parent to child in
which the disturbance in the child was a direct consequence
of a psychiatric condition in the parent versus an effect reflect-
ing the child’s reaction to symptoms in parents11,20 were made
carefully in order to avoid misattributing offspring effects to
earlier parental trauma exposures. Other perspectives – in-
cluding family dynamics, attachment theory, social psycho-
logy and learning theory –were also brought to bear11,21-24.

One the most provocative observations regarding Holo-
caust offspring was the report that Yom Kippur war veterans
were more likely to develop post-traumatic stress disorder
(PTSD) in response to combat if they had a Holocaust survivor
parent25. A higher prevalence of PTSD, mood and anxiety dis-
orders was also observed in Holocaust offspring, largely select-
ed from a convenience sample of people seeking treatment for
Holocaust-related problems, compared with controls26. These
findings were replicated in a study assessing the relationship
between PTSD in offspring and their own parents, assessed
directly by clinical interview of the parent (s)27.

The increased prevalence of PTSD in Holocaust offspring in
response to their own traumatic exposures was later found to
be associated with maternal PTSD in Holocaust survivors28.
Although PTSD was found to occur in association with pater-
nal PTSD in a study of Australian Vietnam Veterans and their

offspring29, the contribution of potential maternal symptoms,
even through secondary traumatization, was not assessed. It is
rare to identify a cohort in whom both mothers and fathers
had similar exposures to an extreme trauma, or even a cohort
in whom the impact of lifetime trauma was evaluated in both
parents, and even rarer to have the opportunity to evaluate
psychiatric morbidity in both parents and adult children.

While some aspects of intergenerational trauma effects re-
main contested, discussions about whether there are clinically
observable intergenerational effects in offspring have become
less contentious in the last several years, with the increasing
recognition of the universality of this phenomenon.

Presently, there are discussions about the impact of histor-
ical events such as colonization, slavery and displacement
trauma in many cultures, including First Nations and native
American communities30,31, African Americans32,33, Australian
aboriginals and New Zealand Maori34,35, as well as in societies
exposed to genocide, ethnic cleansing or war, such as Cambo-
dians36,37, Armenians38,39, Rwandans40,41, Palestinians42, and
communities in the former Yugoslavia43. There is also a grow-
ing literature about offspring effects following early maternal
childhoodmaltreatment44-47.

The intense focus on intergenerational effects in these dif-
ferent groups suggests that this topic has broad resonance and
global applicability, and provides a mandate for increased at-
tention to this area, including prospective, longitudinal studies
that can be designed in the future to determine the mechan-
isms underlying this phenomenon.

THE INTRODUCTIONOF BIOLOGICAL RESEARCH
INTOTHE STUDYOF INTERGENERATIONAL
EFFECTSOF TRAUMA

Research addressing putative biological correlates of inter-
generational effects began in the late 1990s48. The findings of
an increased prevalence of PTSD among offspring with paren-
tal PTSD25,27 raised the possibility that Holocaust offspring
might have specific biological risk factors for PTSD and/or
other trauma-associated mood and anxiety disorders, particu-
larly following their own traumatic exposures. The introduc-
tion of biology into the debate about intergenerational trauma
was a natural outcome of developments in the emerging field
of the neurobiology of PTSD, that was beginning to clarify
similar issues about the nature and long-term impact of trau-
ma exposure49.

The initial focus of these studies was on the hypothalamic-
pituitary-adrenal (HPA) axis, for several reasons. First, the
HPA axis is vulnerable to environmental perturbations. The
initial hypothesis with respect to Holocaust offspring was that
parental experiences might alter the regulation of stress-re-
lated pathways early in development. This idea was plausible,
since the HPA axis is subject to early developmental program-
ming50,51. Furthermore, dysregulation of stress neurocircuitry
is a fundamental feature of mood and anxiety disorders52-54,
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including PTSD, found to be prevalent in offspring. Finally,
there had been directionally interesting findings of low cortisol
and increased glucocorticoid receptor (GR) sensitivity in Holo-
caust survivors and other trauma exposed individuals with
PTSD, suggesting that the experience of trauma might leave
long-lasting biological signatures in stress-related biology that
could be a catalyst for longer-term adaptations55.

As this work developed, advances in molecular biology, in-
cluding an understanding of gene-environment interactions
and the contribution of environmentally-induced changes in
epigenetic regulation of HPA-related genes, provided the tools
for examining how salient events could result in enduring,
transformative, and possibly even inherited change, laying the
groundwork for futuremolecular studies56-59.

Studies published over the next decade demonstrated that,
in the absence of their own traumatic exposures, offspring of
Holocaust survivors were more likely to show HPA axis alter-
ations associated with PTSD, such as lower cortisol levels and
enhanced GR responsiveness60-64. Observations in offspring
whose parents were exposed to other traumatic experiences
accorded with these findings. For example, lower cortisol lev-
els were observed in the adult offspring of combat veterans
with PTSD compared to offspring of combat veterans without
PTSD65.

Subsequent investigations documented that maternal and
paternal PTSD were associated with different biological out-
comes. A post-hoc analysis of cortisol circadian rhythm data
indicated that lower cortisol levels in adult Holocaust offspring
were associated with maternal, but not paternal, PTSD61. In
another study, several measures of GR sensitivity were found
to be directionally different in offspring of mothers vs. fathers
with PTSD63. Specifically, maternal PTSD was associated with
lower urinary cortisol levels as well as greater GR sensitivity as
measured by the lysozyme inhibition test (an in vitromeasure
of that sensitivity in peripheral tissue) as well as the dexa-
methasone suppression test (DST). An interaction of maternal
and paternal PTSD on urinary cortisol and the DST demon-
strated a decreased glucocorticoid sensitivity in offspring with
paternal, but not maternal, PTSD.

Initial theories posited that offspring biological effects were
reflections of their own experiences as a result of having trau-
matized parents who may have been symptomatic, neglectful,
or otherwise impaired in parenting11,21-25. Differences in off-
spring effects based on parental gender could similarly be
viewed through the lens that mothers and fathers might be as-
sociated with different types of parenting roles and behaviors.
Thus, in essence, having a traumatized mother, father, or both
constituted an early environmental experience that impacted
the offspring. Supporting this idea were findings that Holo-
caust offspring reported higher levels of childhood trauma
exposure than demographically similar comparison subjects,
particularly if one or more parent had PTSD66. In fact, the low
cortisol in offspring was found to be associated with offspring
reports of emotional abuse66. By then it had been established

that early childhood maltreatment in itself could result in low-
er cortisol levels67-71.

Investigations of younger offspring of mothers who had
themselves experienced abuse as children also demonstrated
effects on cortisol levels. In one study, cortisol levels were
found to be lower in the offspring of mothers with childhood
maltreatment as well as bipolar disorder72. Lower cortisol and
blunted cortisol reactivity were present in preadolescent boys
and girls with maternal PTSD, even after controlling for youth
traumatic event history and mental health symptoms73. A
blunted cortisol reactivity to stress was observed in even
younger offspring, toddlers aged 12-48 months, in association
with maternal PTSD occurring as a result of interpersonal vio-
lence74. Infants of women exposed to maternal child abuse
also displayed lower baseline cortisol when examined at 6
months of age44.

Investigators also examined markers other than HPA axis
parameters. One study reported that children of mothers ex-
posed to childhood trauma, particularly emotional abuse, had
higher sympathetic nervous system activation, which might be
a marker for vulnerability to anxiety, compared to children of
mothers with low emotional abuse, an effect that remained
significant after accounting for maternal PTSD and depres-
sion, and for child trauma exposure45. In another study, ma-
ternal exposure to child abuse was associated with smaller
intracranial volume, due to differences in cortical gray matter,
in newborns examined within two weeks of birth75. This effect
was reported to be independent of some potential confound-
ing variables, such as maternal socio-economic status, obstet-
ric complications, obesity, recent interpersonal violence, pre-
and early postpartum stress, gestational age at birth, infant
sex, and postnatal age at magnetic resonance imaging scan.

As studies begin to examine offspring prospectively, starting
in close proximity to their birth, it will be easier to identify the
relative contributions of preconception, in utero, and postnatal
influences on offspring76. Indeed, part of the difficulty in study-
ing adult offspring of trauma survivors, particularly retro-
spectively, is that it is difficult to make attributions about the
origin of any observed biological manifestation. Such explor-
ations must also invariably include the contribution of geno-
type, as it is becoming increasingly recognized that at least
some “programmed” epigenetic modifications may be estab-
lished through gene x environment effects5,7. Indeed, such
interactions may help explain diversity in offspring responses
to parental trauma effects.

POTENTIALMECHANISMS FOROBSERVED
BIOLOGICAL EFFECTS INOFFSPRINGOF TRAUMA
SURVIVORS

The first basic science approach to understanding offspring
effects was the work of Meaney et al77,78, beginning in the late
1980s. This team of researchers initially focused on long-term
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effects of early handling of rat pups, using a model in which
mothers were separated from their neonatal pups for several
minutes each day. In adulthood, the handled rats had altered
basal and stress-induced corticosterone levels as well as high-
er GR sensitivity on the low-dose DST and greater GR number
in the hippocampus77-79.

However, it subsequently became clear that the observed
effects in offspring were mediated not by the maternal separ-
ation or the early handling by humans, but rather by the
behavior of the mother upon being reunited with her pups in
the home cage, specifically the extent of licking and grooming
of pups. The offspring ofmothers that displayed lower vs. high-
er licking and grooming demonstrated distinct neuroendo-
crine and behavioral parameters, which persisted from F1 to
F280,81.

This clear exampleof developmental programming, inwhich
postnatal exposures in thepups (i.e., variations inmaternal lick-
ing and grooming behavior) induced enduring changes in be-
havior andHPAaxis responsiveness, seemed relevant to the off-
spring of trauma survivors82. Interestingly, the neuroendocrine
phenotype of Holocaust offspring with maternal PTSD was
more consistent with maternal overprotection than neglect, as
low cortisol levels in offspring were found to be associated with
overprotection83. Maternal overprotection subsequent to stress
exposure was also reported in association with low cortisol/de-
hydroepiandrosterone (DHEA) ratio in offspring84.

In 2002, a seminal paper demonstrated that the rat offspring
effects of licking and grooming were associated with an epi-
genetic change, namely, DNA methylation at a GR (nr3c1)
gene promoter in the hippocampus85,86. Later work expanded
this finding from epigenetic marks at a single gene promoter
on one gene to clustered epigenetic changes in promoters as-
sociated with transcriptional activity across broad genomic
areas87-89. The effects in adulthood were determined to be di-
rectly related to the early postnatal environmental exposures
to variations in maternal care, since they were prevented by
cross-fostering neonatal rat pups to mothers displaying differ-
ent behavioral characteristics81,86,90,91. The elimination of off-
spring effects through cross-fostering is a potent example of
social transfer of information through parental behavior – not
parental DNA or biological inheritance. Yet these findings con-
stituted a powerful example of how early environmental inputs
and parental behavior could affect offspring DNAmethylation,
behavior, and the function of neuroendocrine stress respon-
siveness for more than one generation.

It is hard to overstate the level of excitement generated by
the findings demonstrating an epigenetic alteration in brain in
response to variations in postnatal maternal care. Though epi-
genetic mechanisms and their central role in development
had been known since the 1940s, following C. Waddington’s
initial descriptions of these molecular mechanisms92, these
concepts had not been previously applied as explanations for
how environmental exposures – such as parental behaviors –

could reprogram stress hormone biology, affecting brain and
behavior of progeny93,94.

This elegant series of studies provided a clear molecular
link between maternal behavior and gene function in off-
spring, mediated by epigenetic mechanisms, and producing
functional biological correlates in endocrine and behavioral
measures related to stress reactivity95,96. Meaney et al’s work
also made clear the possibility that epigenetic effects could
occur at various stages throughout life, potentially influencing
risk and vulnerability for chronic responses to trauma, such as
PTSD, across the lifespan82,97-101.

RELEVANCEOF EPIGENETICMECHANISMS TO
INTERGENERATIONAL EFFECTS

The term “epigenetics” refers to a set of potentially heritable
changes in the genome that can be induced by environmental
events. These changes affect the function of genomic DNA, its
associated histone proteins, and non-coding RNAs, collective-
ly referred to as chromatin, but do not involve an alteration of
DNA sequence102-104.

Of the many mechanisms of epigenetic regulation that have
been described, DNAmethylation at the cytosine site has been
the best characterized in the mammalian genome105,106. Other
regulators of chromatin include post-translational modifica-
tion of histones and accompanying RNA-signaling as well as
higher order changes in nucleosome organization102.

Epigenetic modifications impact gene function by altering
gene regulatory elements that affect the action of gene tran-
scription factors91. Generally, methylation within specific re-
gions of the gene is an efficient way of gene silencing and pro-
vides a molecular mechanism for the occurrence of gene-envi-
ronment interactions independent of a specific genetic marker
or gene version107. However, the actual contribution of genetic
influences on environmentally-induced events has been insuf-
ficiently studied.

The impact of an epigenetic change on gene function is de-
termined by the specific nature and location of an epigenetic
mark on the gene and its proximity to the transcription start
site, and possibly other genomic regulatory regions of inter-
est107-112. It is not a trivial matter to determine the location on
a gene, or within the genome, that would activate the relevant
transcription factors which result in phenotypic change. The
work of Meaney et al established a molecular mechanism for
postnatal glucocorticoid programming, and identified the re-
gions within the GR gene promoter that result in long-lasting
changes in the biological systems associated with stress re-
sponse in offspring91,113.

Subsequent studies have built on this information by exam-
ining the 1F exon promoter, a relatively small area of the GR
gene57,114-120. In fact, there may be numerous other areas of
interest on theGRandother genes that have yet to be identified.
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TRANSLATIONAL STUDIES LINKING EPIGENETIC
FINDINGS ASSOCIATEDWITHMATERNAL CARE IN
ANIMALS TOCHILDHOODADVERSITY AND
OFFSPRING EFFECTS INHUMANS

The first documented study of the GR promoter in humans
showed higher methylation of the hippocampal GR 1F pro-
moter in post-mortem tissue of adult suicide victims with a
history of childhood abuse, similar to findings in rodent pups
raised by mothers who provided low levels of licking and
grooming121,122. The findings in human brains of abuse vic-
tims implied that early developmental traumas such as those
perpetrated by primary caretakers might influence the same
neurobiological developmental systems as those involved in
early maternal care121.

Following this observation in post-mortem brain tissue,
higher GR promoter methylation in circulating leukocytes of
healthy adults was also found to be associated with disrupted,
inadequate, or abusive parenting123-125.

The above work provided a strong rationale for the examin-
ation of the GR promoter methylation in peripheral blood
mononuclear cells of Holocaust offspring. In parallel with the
neuroendocrine observations, the results of these analyses in-
dicated a significant interaction of maternal and paternal PTSD
on GR genemethylation126. The interaction demonstrated that,
in the absence of maternal PTSD, offspring with paternal PTSD
showed higher GR promoter methylation, whereas offspring
with both maternal and paternal PTSD showed lower methyla-
tion of this promoter region. Lower GR 1F promoter methyla-
tion was significantly associated with greater GR sensitivity, as
indicated by greater post-dexamethasone cortisol suppression.
Furthermore, a clustering analysis of clinical self-report scales
revealed thatmaternal and paternal PTSDwere associated with
different clinical indicators as well. Together, the data suggest-
ed that there are likely to be different underlying mechanisms
for the intergenerational effects on offspring biology andbehav-
ior depending onparental gender andPTSD status.

Some findings in offspring, however, have not been directly
linked with parental gender and PTSD status, in some cases
because the small sample size prohibited such analysis. For ex-
ample, a preliminary study examining FKBP5 intron 7 methy-
lation in Holocaust survivors and their children demonstrated
alterations at the same site within intron 7 in both parents
and their children, with no specific consideration of parental
gender or PTSD127. The FKBP5 gene encodes a protein that
functions as a co-chaperone of the bound cortisol-gluco-
corticoid complex in the cell nucleus128. FKBP5 methylation
in parents and their children were positively correlated. How-
ever, interestingly, they were directionally distinct (when com-
pared to their respective control groups), with Holocaust off-
spring showing lower methylation at this site compared to
demographically-matched controls, and Holocaust survivors
demonstratinghighermethylation compared to respective con-
trols.

It is important to note that effects of parental behavior
should not be conflated with directly “inherited” effects result-
ing from biological transmission from parent to child, even
though both may be associated with epigenetic findings. Epi-
genetic mechanisms are operational throughout life and are
highly responsive to environmental perturbations. It has now
been shown that stressful experiences such as adult trauma
change methylation of the GR gene in blood cells, whether
primed by early experience or not118,119,129,130.

PRENATALMATERNAL CONTRIBUTIONS TO
OFFSPRING VIA FETOPLACENTAL INTERACTIONS

An emerging body of literature has raised the possibility
that maternal effects of trauma exposure might contribute to
offspring effects through fetoplacental interactions131-135. This
possibility is consistent with clinical, neuroendocrine and epi-
genetic findings, in which maternal and paternal PTSD pre-
dicted different psychiatric and biological outcomes in off-
spring28,126.

The intrauterine environment presents a developmentally
potent context95, mechanistically distinct from postnatal par-
enting or family environment, through whichmaternal trauma
or stressful experiences may influence fetal epigenetic pro-
gramming of the HPA axis136. By 22 weeks of gestation, the
fetal HPA axis is developed and functioning, although it con-
tinues to be sensitive to environmental influence137,138. The
placenta nourishes and protects the fetus, buffering the effects
of maternal glucocorticoids through the expression of placen-
tal 11B-hydroxysteroid dehydrogenase type 2 (11β-HSD2), an
enzyme that converts cortisol to inactive cortisone139.

In animal models, prenatal stress has been shown to lower
expression of 11β-HSD2 mRNA and 11B-HSD2 activity, both
of which are associated with increased 11β-HSD2 methylation
in the placenta140. Such effects of prenatal stress would have
profound consequences on fetal exposure to glucocorticoids
and the development of glucocorticoid sensitive systems, such
as the HPA axis.

The potential for maternal trauma or stress to program fetal
development through placental alterations has been explored
in animal and human studies, historically with an emphasis
onHPA axismarkers, butmore recently using epigenetic meas-
ures141-145.

The gestational stage of the fetus is an important determin-
ant of the impact of prenatal exposures on offspring, indi-
cative of developmentally sensitive windows of fetal develop-
ment146,147. The relevance of gestational stage during mater-
nal trauma exposure was highlighted in a prospective study of
infants born to mothers who had been pregnant and had to
evacuate the World Trade Center during the terrorist attacks
on September 11, 2001146. Infant offspring demonstrated low-
er cortisol levels in association with maternal PTSD, particu-
larly if the mother had been exposed to trauma in the third tri-
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mester. At 9 months, maternal morning cortisol levels were in-
versely related to maternal ratings of infant distress and re-
sponse to novelty. Mothers who had PTSD rated their infants
as having greater distress to novelty than did mothers without
PTSD148, and the offspring of mothers with PTSD showed evi-
dence of anxiety and behavioral disturbances.

The relevance of prenatal stage at exposure was also demon-
strated by two important epidemiological studies of Swedish
and Dutch famines, that identified transgenerational health
and disease outcomes in children and grandchildren149. Phe-
notypic and epigenetic changes were observed in adults who
were exposed in utero to the Dutch famine of 1944-45, but only
among those exposed at the time of conception and during the
first half of gestation, compared to those exposed in the third
trimester or early postnatal period150,151.

More recently, a relatively large epigenetic study of the
Dutch hunger cohort (422 exposed and 463 sibling controls)
identified alterations in DNA methylation specifically associ-
ated with in utero exposure to maternal famine152. Among
those exposed early in gestation, additional CpG mediators
were identified. Interestingly, exposure to famine during preg-
nancy had biological and behavioral effects on grandchildren,
such as on adiposity153. This transgenerational effect has been
attributed to the fact that prenatal exposure directly impacts
both the fetus and the fetal germ cells, thus directly exposing
the third generation. In a recent study, grandmaternal stress
during pregnancy was associated with genome-wide methyla-
tion changes in offspring and grandchildren154.

Studies of preconception exposure to trauma without spe-
cific consideration of gestational age of exposure have also
been published. A number of smaller studies have identified
an association of prenatal maternal trauma with methylation
of the NR3C1 gene in offspring. Higher levels of NR3C1methy-
lation were observed in offspring aged 10-19 of mothers who
experienced intimate partner violence during, but not prior to
or following, pregnancy155.

Higher methylation in the promoter of the NR3C1 gene was
also observed in newborns of mothers in the Democratic Re-
public of Congo exposed to severe prenatal stress, with the
strongest effect for maternal warzone stress experiences156,
and in the children of women exposed to the Tutsi genocide
during pregnancy comparedwith non-genocide exposedwom-
en of the same ethnicity and pregnant at the same time, and
their children41. Among offspring of women pregnant during
the 1998 Quebec ice storm, those whose mothers experienced
objective hardship, but not subjective distress, hadmethylation
alterations in genes related to immune function157. These find-
ings suggest enduring epigenetic alterations in offspring associ-
atedwithmaternal trauma during gestation.

Given the directionality of these findings, which is consist-
ent with elevated cortisol levels, it may be that exposures in
mothers which originate during pregnancy result in direction-
ally different epigenetic alterations from those observed in off-
spring where the maternal (or paternal) trauma occurred prior

to conception. There may also be different effects on offspring,
as well mechanisms underlying these effects, depending on
the history of trauma exposure and/or psychiatric symptoms
prior to pregnancy.

One question that arises from studies of women trauma-
tized prior to or during pregnancy is the extent to which effects
on offspring are mediated by psychological symptoms or sub-
jective reactions to adversity. It may be that intrauterine sig-
nals which affect fetal biology are driven by maternal symp-
toms such as anxiety, depression, or hyperarousal. It is cer-
tainly plausible that women with early childhood trauma or
prenatal trauma exposure might experience pregnancy with
ambivalence or distress76. Thus, any alteration in offspring
may be mediated by mental health symptoms during gesta-
tion, and certainly extend to the postnatal environment. In
studies of Holocaust offspring, perhaps the most salient obser-
vation has been that most differences in offspring phenotype
were associatedwith persistent psychological effects of parents.

This question can also be partially addressed by consider-
ing studies of the effects of mood and anxiety disorders during
pregnancy in the absence of trauma exposure. In one study,
the effects of prenatal maternal depression on methylation
levels in the promoter and exon 1F region of the NR3C1 gene
in newborn cord blood identified a trimester effect, with third
trimester maternal depression/anxiety associated with higher
methylation of NR3C1 at a predicted NGF1-A binding site141.
Functionally, methylation levels were associated with salivary
cortisol stress responses in the newborns at 3 months, indicat-
ing that maternal mood and offspring HPA axis reactivity may
be linked through epigenetic processes and sensitive to fetal
developmental stage. In contrast, a study of pregnancy-related
anxiety found that methylation at the 1F exon of the NR3C1 in
offspring was influenced by maternal anxiety only during the
first two trimesters158.

FETOPLACENTAL INTERACTIONS: REGULATION
BY SEXOFOFFSPRING

One of the most fascinating observations from studies ex-
amining the effects on offspring of maternal stress during
pregnancy is that prenatal stress has different effects in male
vs. female offspring143,159-161. In animal models of prenatal
stress, exposure to chronic stress in utero increased male, but
not female, HPA stress reactivity (e.g., behavioral response to
the tail suspension test)159,162. These behaviors were transmit-
ted to the next generation through the male germ line. Among
mice exposed to stress during early, mid and late gestation,
male F1 with early gestation prenatal stress exposure demon-
strated behavioral indicators of stress responsivity and anhedo-
nia, as well as alterations in GR and corticotrophin-releasing
factor (CRF) expression and increased HPA axis responsivity,
with corresponding alteration in CRF and nr3c1 gene methyla-
tion159.
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The importance of fetal sex, or more specifically, tropho-
blast cells from the embryo reflecting fetal sex, is that it may
differentially regulate epigenetic signals in the placenta, lead-
ing to differential signaling that feeds back to the offspring140.
These sex-related placental differences may confer protection
or vulnerability to the fetus through differential exposure to
maternal stress hormones. For example, early gestational stress
exposure led to sex differences in expression and methylation
of genes in the placenta associated with growth and nutrient
transport159.

A recent review of sex differences in HPA axis programming
concluded that female offspring exposed to prenatal stressors
had higher HPA axis reactivity than did similarly exposed
males, with differences in placental expression of 11β-HSD en-
zymes, but that prenatal stress in humans was associated with
alterations in diurnal cortisol secretion in males that were not
apparent in females163. Thus there may be slightly different ef-
fects according to species and sex, depending on the param-
eter being measured.

While there is a strong suggestion that prenatal maternal ef-
fects produce a wide range of behavioral and biological out-
comes in offspring, there is still an important need to provide
clarification on the different contributions of maternal expo-
sure, including the nature of the exposure, the timing of expo-
sure in pregnancy, the sex of the fetus, the nature of maternal
symptoms, or other potentially significant contributions such
as nutrition, exposure to toxins, delivery factors, medication
effects, socio-demographic variables, and other potential me-
diators.

In studies where offspring are also examined, it is difficult to
break down effects of prenatal exposures from postnatal ma-
ternal factors, but studies examining offspring in close proxim-
ity to birth may be particularly informative regarding offspring
biology. They will be less informative with respect to offspring
phenotype as it is expressed later in life.

Studies of prenatal maternal exposures provide incomplete
data regarding several other factors that may be relevant to off-
spring effects. Of particular interest are the potential contribu-
tions of preconception trauma in mothers (or fathers) to pre-
natal influences in utero. Preconception trauma exposure,
prenatal stress, and postnatal parenting are unlikely to be in-
dependent in humans, adding to the complexity of drawing
conclusions about specific influences on offspring.

INTERGENERATIONAL EFFECTSOF
PRECONCEPTIONMATERNAL TRAUMA

It is tempting to assume that findings of preconception trau-
ma, particularly occurring prior to puberty, represent trauma-
induced epigenetic changes to the oocyte that are maintained
throughout embryogenesis and/or reestablished post-concep-
tion, thereby influencing the placental environment find-
ings164. There are no studies to date examining this possibility
in either animal or human samples. The complexities of exam-

ining this issue are obvious, because it is methodologically ex-
tremely difficult to separate out effects in an oocyte from effects
of the fetoplacental environment. Although all of a female’s oo-
cytes are present at birth, they can be affected by environmen-
tal exposures, particularly during childhood165. Oocytes re-
main in a haploid de-methylated state until puberty, and are
therefore vulnerable to environmental perturbations166.

The notion that oocytes may be affected by preconception
trauma is consistent with findings in Holocaust offspring in as-
sociation with maternal age of exposure during the Holocaust.
However, this explanation would decidedly be an inference.
Maternal age at Holocaust exposure and maternal PTSD were
found to independently influence urinary cortisol levels and
cortisol metabolism in adult offspring, with the strongest ef-
fects in offspring of mothers who were children during World
War II167. In an unpublished study, earlier age of maternal
Holocaust exposure was also associated with lower FKBP5
methylation at intron 7 in offspring.

Such data must be interpreted with caution. Regarding ex-
posures during World War II, including the studies of the
Dutch famine, it is difficult, if not impossible, to ascertain
exactly when the traumatic period began. The unknown vari-
ance associated with unmeasured stress in prior generations
and its relevance to any maternal exposures is simply not
known and creates a difficulty in ascertaining mechanisms.
However, the limited data suggesting an association of an epi-
genetic alteration with maternal age at trauma exposure imply
potential contributions of both in utero effects and possibly
preconception epigenetic changes to gametes.

The difficulty in parsing different maternal contributors to
offspring outcome does not mean that epigenetic changes to
oocytes are not potential contributors to offspring phenotype –
just that this has not yet been determined, and will require in-
novative methods of investigation. However, the possibility
that trauma-related epigenetic changes in germ cells contrib-
ute to offspring phenotype has been demonstrated in associ-
ation with sperm.

Offspring effects may be mediated, in part, by epigenetic
changes in parental germ cells resulting from acquired paren-
tal stress exposures throughout life3,168-170. Germ cells in both
females and males can be affected by trauma exposure, but
the critical periods for affecting oocytes and sperm may differ.
Accordingly, the nature of the effects may differ in oocytes and
sperm in relation to trauma exposure. The extent to which ex-
posure-related changes in germ cells are similar to epigenetic
alterations in brain is an area for continued investigation171,172.

PRECONCEPTION PATERNAL EFFECTS AND
OFFSPRING PHENOTYPE: PROOFOF CONCEPT
FORTHEROLEOF SPERM

A rapidly growing literature has focused on paternal trans-
mission through sperm3,173. Unlike oocytes, which are formed
in females prior to birth, spermatogenesis in males is initiated
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in the testes at puberty and continues throughout the life-
span174. Studying transmission through sperm eliminates con-
founds created by influences of fetoplacental environment,
delivery factors, and maternal care as described above. Fur-
thermore, paternal exposure to preconception stress at any
stage of development might impact gametes but, as with
females, there may be critical periods of vulnerability to insult.

Among the epigenetic mechanisms that have been impli-
cated in paternal transmission of stress effects via sperm are
DNA methylation, oxidative damage to sperm DNA, histone
modifications, and changes in small noncoding RNA175-179, in-
cluding microRNA180,181. Changes in any of these properties in
sperm could affect gene expression and other biological pro-
cesses in the developing embryo and fetus, setting the stage
for phenotypic change in offspring182. It is important to note
that in cases where such processes then result in modifications
of DNA methylation, the process of transmission would re-
main indirect, despite germ cell mediation. It is the event-re-
lated change in germ cell biology that produces the methyla-
tion mark, not the original “trauma”.

To date, there are no known studies that have directly ex-
amined transgenerational effects mediated through sperm
in humans. Thus, there is no information about epigenetic
changes in sperm of fathers exposed to adversity with examina-
tion of potential corresponding changes in the sperm of their
sons. However, there have been several observational studies
demonstrating that environmental exposures in males – such
as famine, obesity, smoking, alcohol consumption, exposure
to toxins, and exposure to stress – result in subsequent behav-
ioral and biologic effects in offspring183-187. Some of these ex-
posures have also been associated with alterations in sperm
of the exposed father. Still, the compelling data demonstrating
heritable epigenetic alterations come from animal mod-
els179,181, supported by an increasing understanding of the
intricate details of epigenetic mechanisms associated with
mammalian embryology and fetal development.

Contrary to initial understanding, it is now believed that
some epigenetic changes in germ cells may survive the nearly
global erasure of DNA methylation that occurs before implan-
tation of the embryo, or associate with other epigenetic mech-
anisms188,189. DNA methylation marks are re-established fol-
lowing their erasure, allowing developmental processes, in-
cluding cell differentiation, to occur190. Some embryonic cells
will become germ cells (sperm and oocytes). In primordial
germ cells, DNA methylation is again erased and re-estab-
lished based on the sex of the transmitting parent190. Because
of a phenomenon called imprinting, maternal and paternal
genomes are differentially marked and re-programmed, and a
small number of regions from the DNA of the parent of origin
may remain with DNAmethylation intact173,189,191.

Genomic imprinting patterns can have major effects on the
embryonic phenotype192,193. This provides at least one puta-
tive mechanism in addition to parent of origin effects for the
transfer of an environmentally-induced epigenetic mark from
one generation to another. It should be stated, however, that

the exact nature of the mechanisms involved in transmission
through gametes continues to remain obscure, and knowledge
in this area is greatly expanding, even as such effects are dem-
onstrated in mammalian studies194-196.

It is of interest to compare effects of fathers who conceived
during the Dutch hunger with effects of mothers who may
have further influenced the development of the offspring in
utero. Offspring of F1 fathers, but not F1 mothers, who were
prenatally exposed to famine had higher body mass index and
obesity rates as adults197. In Sweden, limited food supply af-
fected mortality rates of grandchildren in a sex-specific man-
ner through the paternal line. Restricted nutritional intake in
paternal grandfathers affected mortality rates in grandsons
only, whereas paternal grandmother access to food was asso-
ciated with mortality of granddaughters. These effects were
observed only when limited food access occurred prior to pu-
berty, supporting the hypothesis that the transmission oc-
curred through epigenetic programming of gametes and may
bemediated by the X and Y sex chromosomes181,195.

There are several observations that exposures of fathers or
even grandfathers affect offspring through non-genomic mech-
anisms of transmission. A three-generational study of obesity
in males and females demonstrated different risk and protect-
ive factors associated with grandparental and parental food
availability during puberty194. Overeating in paternal grandfa-
thers was associated with increased risk for diabetes in grand-
children, whereas limited food availability in fathers was asso-
ciated with protection from cardiovascular death in sons. It
was hypothesized that these changes were mediated by nutri-
tion-related transgenerational effects down the male line, in-
volving modifications of the DNA and/or histones in sperm.
Interestingly, a reanalysis of these data showed that the child’s
early life circumstances were also relevant to findings from
father to son but, when childhood factors in sons were con-
trolled in statistical analyses, the transmission effects through
the male line were strengthened194.

The extent of paternal alcoholism has also been associa-
ted with neurological and behavioral deficits in offspring198.
Changes in DNA methylation were observed in sperm from
men with alcohol or opioid dependence199,200, but effects in
offspring were not measured. Smoking was reported to in-
crease risk of childhood cancer in the offspring of male smok-
ers187, and was later found to be associated with reduced
sperm count, motility and morphology, and altered sperm
microRNA, mitochondria and protein in the smoker par-
ent201,202. Data from the UK Avon Longitudinal Study of Par-
ents and Children study identified effects of paternal smok-
ingonoffspring, but only when smoking occurred before puber-
ty195.

In these cases, it was hypothesized that environmental
perturbations within the testes/epididymides led to epigenet-
ic changes in the development or maturation of sperm that
were then transferred to the oocyte at fertilization, affecting
gene expression of the early embryo or modulating DNA
methyltransferases or histone regulators.
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In the absence of studies examining the effects of trauma
through the male germ line in humans, the above findings
demonstrate that a wide range of environmental exposures,
not only exposure to extreme trauma, can have biological and
behavioral effects that persist in one or more generations. Fu-
ture studies examining behavioral and epigenetic effects in
sperm in relation to pre- and post-pubertal trauma exposure
in males and their offspring will greatly shed light on this
topic.

STUDIESOF INTER- ANDTRANSGENERATIONAL
STRESS INMALERODENTS

Research on possible intergenerational transmission of
stress effects through epigeneticmarks in spermhas been con-
ducted in rodents, and includes preconception exposures at
various developmental stages to stressful and adverse social
experiences149,175,176,179,181,203,204. Such studies have produc-
ed very compelling data suggesting that exposure to extreme
stress inmales can affect brain, behavior and sperm in the next
generation176,179.

In one study, male mice were fear conditioned with an
odorant at two months of age (post-puberty but not yet
adults)175. The odorant acetophenone paired with an electric
shock resulted in behavioral sensitivity in the fear conditioned
mice, with an accompanying change in DNA methylation in
brain and sperm of the M71 receptor, which is involved in
sensing acetophenone. An increased size in the M71 specific
glomeruli in the olfactory epithelium and bulb was also ob-
served175. The offspring (F1) of odor conditioned F0 males
mated with naïve females also showed similar changes in
brain and sperm. When the F1 males were themselves mated,
changes in brain persisted in the F2 male offspring, demon-
strating conservation of the effect through two generations.

In vitro fertilization was also used to implant the F0 sperm
into a naïve female. This produced similar behavioral and bio-
logical findings in the F1, further pointing to biological inherit-
ance through sperm. The in vitro fertilization study permitted
changes to be attributed to sperm and not, for example, mater-
nal reactions to behavior in the conditioned father during mat-
ing, or other potential confounds. To even more carefully
eliminate any maternal contributions to offspring effects, a
cross-fostering study was performed, which confirmed the ab-
sence of maternal effects on the observed offspring pheno-
type.

This series of studies provides a clear demonstration of an
epigenetically mediated transgenerational biological inherit-
ance through sperm of a behavioral trait and corresponding
neuroanatomical brain changes that persist for two gener-
ations.

A similar observation of transgenerational paternal effects
emerged from a different paradigm, in which two groups of
male mice were exposed to a wide range of stressors over 42
days at puberty or adulthood179. These mice (F0) demon-

strated behavioral changes in response to the stressor, and
also changes in several specific sperm microRNA. Males were
bred with naïve females and produced offspring with blunted
HPA axis responsivity as well as changes in transcription of GR
genes in the paraventricular nucleus179.

These findings confirmed that early or later life exposures
in the male mouse can affect germ cell microRNA, and are suf-
ficient to result in a similar phenotype in the subsequent gen-
eration, again confirming the transmission through sperm in
an independent animal model. This study is noteworthy for
examining both male and female F1. Although significant sex
differences were noted in endocrine and behavioral measures,
there was no interaction between sex and paternal stress in the
offspring of those exposed at puberty or adulthood.

An independent research team also demonstrated that small
non-coding RNAs (sncRNAs), common in sperm, can medi-
ate inheritance of environmentally acquired traits or phe-
notypes in mice176. Specifically, early life stress, modeled by
unpredictable maternal separation and maternal stress, led
to depressive-like behavioral patterns upon exposure to novel
environments and changes in sncRNAs in F1 sperm. F0 ex-
posed to several unpredictable maternal stressors and separa-
tion demonstrated changes that could be observed across two
generations176. When altered microRNAs from sperm of the
stressed males were injected into fertilized wild-type oocytes,
comparable behavioral, metabolic and molecular outcomes
were observed in the F2 offspring, indicating transmission of
epigenetic marks. Furthermore, F3 offspring of these animals
continued to show phenotypic differences, indicating conser-
vation of stress effects through sperm.

Importantly, another study demonstrated that environmen-
tal enrichment following stress exposure in the F0 could re-
verse and prevent some of the effects205. Early maternal separa-
tion resulted in decreased nr3c1 DNA methylation in the
hippocampus and sperm cells, as well as poor coping behavior.
When environmental enrichment was applied at weaning until
adulthood, the behavioral and methylation effects were no
longer observed in the F0 or F1. These findings indicate that
stress-induced changes to germ cells are not immutable and
can be reversed by alternative environmental perturbations
that are directed at stimulating plasticity. It is for this reason
that environmental effects which cross the generations do not
necessarily predict negative generational consequences – pos-
ing challenges for interpretation of such effects.

Furthermore, not all stressors impact sperm in an intergen-
erational manner. For example, in a social defeat model of
stress, male and female F1 mice exhibited altered behaviors,
and male F1 had a broader range of affected behaviors204.
However, these results were not observed when offspring were
generated by in vitro fertilization, implicating behavioral, ra-
ther than germ cell epigenetic, influence.

Thus, evidence is beginning to converge around the role of
epigenetic mechanisms. However, there is much diversity in
effects, and opportunities for modifying even strong effects of
non-coding RNAs, chromatin, and DNA methylation. Future

World Psychiatry 17:3 - October 2018 251



research can delineate the exact nature of the stressors and
their sensitivity to reversal through targeted environmental in-
fluences designed to enhance resilience175,206,207.

CONCLUSIONS AND FUTUREDIRECTIONS

Scientific studies are rapidly identifying epigenetic mecha-
nisms to explain how an environmental exposure may lead to
an enduring change in the function of DNA that can be passed
to future generations. This review emphasized two broad cat-
egories of offspring effects that may be underpinned by epi-
genetic mechanisms. The first involve accommodations made
by offspring in response to their own environmental exposures
in early life, or even in utero. These changes are likely to be
mediated primarily by maternal trauma-related symptoms,
but may be affected by multiple inputs, including paternal
trauma-related effects. The second are the effects of a precon-
ception parental trauma that remain in the germ cell and fol-
lowing conception, affecting the offspring’s development in
utero and subsequent postnatal phenotype.

In both cases, the transmission is a result of parental expo-
sure effects. In the context of offspring born to two trauma sur-
vivors, these two modes of epigenetic influences are likely to
interact, and it is indeed very difficult to parse out the many
potential contributions to offspring phenotype, not to mention
those related to the offspring’s own experiences through child-
hood, adolescence and adulthood.

Epigenetic mechanisms have been favored over genetic ex-
planations (or gene-environment interactions) of intergenera-
tional effects in part because of their potential to explain the
phenotypic differences in offspring associated with maternal
vs. paternal trauma exposure. The state of the science in rela-
tion to human offspring at present is that, whereas some
neuroendocrine and epigenetic alterations have been docu-
mented in connection with maternal and paternal trauma ex-
posure and PTSD, studies have not yet conclusively demon-
strated epigenetic transmission of trauma effects in humans.

Nonetheless, the findings in animal models implicating
epigenetic mechanisms in the transmission of stress effects
through germ cells have created much excitement for the pos-
sibility that similar mechanisms might be operating in hu-
mans. Identifying evidence for these mechanisms will require
prospective, longitudinal, and multi-generational studies. Par-
allel studies in animals will permit a more rigorous elucidation
of the effects of specific experiences and mechanisms through
cross-fostering and in vitro fertilization studies.

Research on epigenetic inheritance of effects of trauma
faces many scientific and methodological complexities, not to
mention conceptual issues regarding interpretation of trans-
mitted effects. This review has not examined the contribution
of genetic factors to trauma-related epigenetic alterations, but
future studies should incorporate an understanding of both
the genetic and environmental factors that augment or miti-
gate offspring effects.

Other areas for future studies concern the relevance of age
or developmental stage of the parental trauma exposure to off-
spring effects, as well as the notion that male and female off-
spring may be differentially affected by maternal and paternal
trauma. Moreover, there is a very small, but emerging, litera-
ture regarding potential reversal of intergenerational effects
and their implications for resilience205.

At the present time, the field has not sufficiently grappled
with the meaning of the intergenerational transmission of trau-
ma effects for the offspring. It could be argued that this trans-
mission is indicative of increased vulnerability. On the other
hand, this transmission may extend the adaptive capacities of
offspring through a biological preparation for adverse circum-
stances similar to those encountered by the parent. Ultimately,
the potential utility, and possible stability, of an environmental-
ly induced trait transmitted to an offspring will depend on the
offspring’s environmental context.

This review highlights some of the complexities involved in
making inferences about the mechanisms that underlie inter-
generational and transgenerational transmission. It is inargu-
able that people feel affected by the consequences of trauma
exposure in previous generations. The assertion that an effect
is truly transgenerational requires ruling out direct exposure
of offspring as a causal mechanism. Thus, for females, traits
must be observed in F3 females to be considered transgenera-
tional, because the F1 female offspring is exposed to the stres-
sor during gestation through the intrauterine environment.
This may, in turn, affect programming of the F1 fetus’ germ-
line, which would be observed in her F2 offspring. Only the
originally exposed mother’s F3 offspring would not have been
directly exposed to the stressor. In males, F1 may be influ-
enced via the germ line of the exposed F0 father, but since
sperm is not generated in the fetus (as ova are in females),
transmission of trauma-associated traits to F2 would be con-
sidered transgenerational transmission.

These guidelines should be kept in mind as studies on ef-
fects of trauma on offspring in the next and subsequent gener-
ations are pursued. The concept of intergenerational transmis-
sion has resonated among offspring who feel affected by their
parents’ experience. The concept has also been embraced by
communities that are affected by significant traumatic experi-
ences through several generations. That there may be a bio-
logical or molecular representation of an intergenerational ef-
fect appears to validate the experience of offspring who may
feel that they bear effects of their parents’ hardship, even if the
concept may also carry an implication that they are damaged,
impaired, or permanently disadvantaged. It is also important
to underscore the lack of permanence of effects once environ-
mental conditions are altered.

Continued research in this field will likely reveal that epi-
genetically induced changes are a reflection of environmental
exposure, and therefore by definition malleable. Even poten-
tially heritable changes can be modified, because environ-
ments change. The role of genetics in mediating environmen-
tally induced epigenetic effects remains an important frontier.
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Regardless, the principle of epigenetic plasticity implies that
changes to the epigenome might reset when the environmen-
tal insults are no longer present, or when we have changed
sufficiently to address environmental challenges in a new way.
It is the ability to flexibly respond to environmental stimuli
that is fundamentally adaptive and the basis of human re-
silience.
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The severity of psychiatric disorders
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The issue of the severity of psychiatric disorders has great clinical importance. For example, severity influences decisions about level of care,
and affects decisions to seek government assistance due to psychiatric disability. Controversy exists as to the efficacy of antidepressants across
the spectrum of depression severity, and whether patients with severe depression should be preferentially treated with medication rather than
psychotherapy. Measures of severity are used to evaluate outcome in treatment studies and may be used as meaningful endpoints in clinical
practice. But, what does it mean to say that someone has a severe illness? Does severity refer to the number of symptoms a patient is experienc-
ing? To the intensity of the symptoms? To symptom frequency or persistence? To the impact of symptoms on functioning or on quality of life?
To the likelihood of the illness resulting in permanent disability or death? Putting aside the issue of how severity should be operationalized,
another consideration is whether severity should be conceptualized similarly for all illnesses or be disorder specific. In this paper, we examine
how severity is characterized in research and contemporary psychiatric diagnostic systems, with a special focus on depression and personality
disorders. Our review shows that the DSM-5 has defined the severity of various disorders in different ways, and that researchers have adopted
a myriad of ways of defining severity for both depression and personality disorders, although the severity of the former was predominantly
defined according to scores on symptom rating scales, whereas the severity of the latter was often linked with impairments in functioning.
Because the functional impact of symptom-defined disorders depends on factors extrinsic to those disorders, such as self-efficacy, resilience, cop-
ing ability, social support, cultural and social expectations, as well as the responsibilities related to one’s primary role function and the avail-
ability of others to assume those responsibilities, we argue that the severity of such disorders should be defined independently from functional
impairment.

Key words: Severity, psychiatric disorders, functional impairment, symptoms, depression, personality disorders, transdiagnostic models, Hi-
TOP, DSM-5, ICD-10

(World Psychiatry 2018;17:258–275)

The determination of illness severity has important clinical
implications. Depending on the disorder, severity affects deci-
sions to seek treatment, the type and intensity of treatment,
and whether to continue or stop treatment. Severity also im-
pacts expectations in the fulfillment of role function and dis-
ability status. Measures of severity are used to evaluate out-
come in treatment studies and may be used as meaningful
endpoints in clinical practice.

But, what does it mean to say that someone has a severe ill-
ness? Of the various dictionary definitions of “severe”, the one
that is most relevant to the characterization of illness is “of
great degree”. This definition, however, does not convey what
is meant when an illness is considered “severe”. Does severity
refer to the number of symptoms a patient is experiencing? To
the intensity of the symptoms? To symptom frequency or per-
sistence? To the impact of symptoms on functioning or quality
of life? To the likelihood of the illness resulting in permanent
disability or death?

Some of these questions about the meaning of severity can
be further elaborated. For example, with regards to the pre-
diction of mortality, does severity allude to imminent death,
death in the near future, or death at any time in the future?
Also, should the impact of intervention be considered? That
is, is an illness severe only when death is likely if the illness is
left untreated, or only if death is likely regardless of inter-
vention?

Perhaps severity determinations should be independent of
functional impact or prognosis and instead should be based

on structural or morphological changes and damage to the
diseased organ. To be sure, this is not relevant for many ill-
nesses, but, when it can be measured, should this be the guid-
ing principle for rating illness severity?

Putting aside the issue of how severity should be operation-
alized, another consideration is whether severity should be
conceptualized similarly for all illnesses or be disorder specific.
Should the severity of heart failure, rheumatoid arthritis, dia-
betes, an acute upper respiratory tract infection, and a head-
ache be judged according to a common standard or metric, or
should each disorder have its own respective guidelines for
rating severity?

In this paper, we examine how severity is characterized in
psychiatric research and contemporary psychiatric diagnostic
systems. To illustrate some of the issues and controversies in
determining the severity of psychiatric disorders, we focus on
depression and personality disorders (PDs). The clinical sig-
nificance of considering the severity of depression is reflected
in official treatment guidelines wherein recommendations are
based on illness severity1,2. The importance of considering the
severity of PDs is reflected by the ICD-11 proposal to replace
the specified criteria for different disorders by a single person-
ality disorder category that is graded according to levels of se-
verity3,4.

Before discussing the issue of severity of psychiatric dis-
orders, we present a brief overview of how severity has been
conceptualized, assessed and measured for various physical
illnesses, highlighting the variability of approaches.
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SEVERITYOF PHYSICAL ILLNESSES

There is no consensus or uniform overriding principle in
distinguishing between levels of severity of physical illnesses.
In some cases, severity is defined by the degree of structural
damage to the diseased organ. For example, the severity of
rheumatoid arthritis has been defined according to radio-
graphic evidence of joint damage5. The severity of diabetic ret-
inopathy has been graded according to the degree of retinal
damage assessed in a direct clinical eye exam6. In a related
manner, physiological measures representing the impact of
disease on the organ have been used to characterize the sever-
ity of some diseases. For example, left ventricular ejection frac-
tion has been used as an index of the severity of cardiovascular
disease7-10. Forced expiratory volume has been used as index
of severity of cystic fibrosis11. Aminotransferase and bilirubin
levels have been used to assess the severity of hepatitis12.

Sometimes severity is defined by a disorder-specific clinical
examination. For example, not only have radiographic assess-
ments been used to evaluate the severity of rheumatoid ar-
thritis, but severity has additionally been defined according to
a count of the number of swollen and painful joints13.

Illness severity has also been defined more broadly to en-
compass indices of the diseased organ as well as related and
downstream effects. In a study of the prognostic implications
of post-cardiac arrest illness severity, severity scores were
based on cardiopulmonary dysfunction and neurologic sta-
tus14,15. The severity of sickle cell disease has been based on
the presence and frequency of complications such as renal
failure, necrosis of hips and shoulders, and gallstones16. In
studies of the severity of chronic obstructive pulmonary dis-
ease, the BODE index (B, body mass index; O, obstruction of
airways as measured by forced expiratory volume in one sec-
ond; D, dyspnea scale; E, exercise capacity as measured by a
six-minute walk test) includes and goes beyond a direct, spe-
cific, assessment of pulmonary damage and has been found to
be a better predictor of mortality, hospitalization, quality of
life, and depression than forced expiratory volume alone17.
The Unified Parkinson’s Disease Rating Scale contains four
subscales assessing mental state, activities of daily living,
motor examination, and complications18,19.

Moving further away from a direct or physiological assess-
ment of the diseased organ, the New York Heart Association
Functional Classification is a measure of cardiac disease sever-
ity based on limitations in physical activities and the presence
of physical symptoms associated with varying degrees of ac-
tivity20.

In contrast to disorder-specific physical and physiological
indicators of severity, there are composite measures of overall
illness severity, such as the Acute Physiology and Chronic
Health Evaluation (APACHE) scores and the Simplified Acute
Physiology Score (SAPS), based on non-specific clinical and
biological indicators of health status such as body temperature,
age, history of organ failure, electrolytes, and hematocrit21,22.
These illness severity measures have been used to predict mor-

tality in heterogeneous and single disorder samples of acutely
ill emergency department and hospitalized patients23,24.

Finally, self-report questionnaires have been developed to
assess the severity of some physical illnesses. The severity of
benign prostatic hypertrophy as assessed by the American
Urological Association Symptom Index is based on the fre-
quency of symptoms25. The Tinnitus Severity Index is based
on the frequency of functional impairment or psychological
symptoms due to tinnitus26. The Bowel Symptom Severity
Scale assesses the frequency, distress and disability of symp-
toms associated with irritable bowel syndrome27. The severity
of headaches as measured by the Headache Impact Question-
naire is a composite measure of headache frequency, the aver-
age pain intensity of headaches, and the impairment resulting
from headaches28. The Liverpool Seizure Severity Scale as-
sesses perceptions of seizure control and severity of ictal and
postictal symptoms29.

Clark et al30 summarized the approach taken to develop
self-report measures of illness severity for six disease states
studied in the Veterans Health Study. They defined illness se-
verity in terms of patients’ perceptions of the magnitude of
symptoms or complications of the illness that are associated
with reductions in health-related quality of life or health sta-
tus. They distinguished disease severity from the impact of dis-
ease (e.g., impairment, life satisfaction, well-being), because
the impact of disease is often mediated by personal character-
istics (e.g., resiliency, self-efficacy) and social context.

SEVERITYOF PSYCHIATRICDISORDERS AS
DESCRIBED INDSM-5

In contrast to some physical illnesses, there are no specific
or non-specific biomarkers of psychiatric disorders that validly
characterize the severity of the disorder. In the absence of such
biological or structural indicators, researchers and clinicians
are left to assess the epiphenomena of a psychiatric disorder
to judge its severity.

Discussions of resource allocation in the public health sec-
tor often focus on patients with severe mental illness, though
there is no consensus in how to define such an illness31,32. The
DSM-533, like its immediate predecessors, defines severity for
only some disorders. Table 1 lists the DSM-5 disorders with
defined levels of severity.

The DSM-5 approach towards defining severity varies a-
cross disorders. The four severity levels of intellectual disabil-
ity (mild, moderate, severe, profound) are the most elaborate-
ly defined, with three pages of descriptions of the adaptive
functioning deficits characteristic of each level of severity.
DSM-5 notes that severity was defined according to adaptive
functioning level rather than IQ scores because the former is a
better determinant of the level of supports that are needed.
Similarly, the level of deficits and functional impairment de-
fining the severity of autism spectrum disorders is linked to
the supports required. The severity of learning disorders refers
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to the difficulties in learning skills as well as the likelihood of
learning those skills with or without intervention. For ex-
ample, DSM-5 defines severe impairment of a learning dis-
order as “severe difficulties learning skills, affecting several
academic domains, so that the individual is unlikely to learn
those skills without ongoing intensive individualized and spe-
cialized teaching for most of the school years”. For these dis-
orders, then, the severity specifier is explicitly linked to sug-
gested levels of intervention.

Depression and mania are classified as mild, moderate or
severe according to the number of symptoms, the level of dis-
tress caused by the intensity of the symptoms, and the degree
of impairment in social and occupational functioning. The se-

verity of alcohol and drug use disorders is based on the num-
ber of criteria that are met (mild: 2 or 3 criteria; moderate: 4 or
5 criteria; severe: 6 or more criteria). The severity of attention-
deficit/hyperactivity disorder is based on the number of symp-
toms, severity of individual symptoms, or level of impairment
caused by the symptoms. The severity of bulimia nervosa is
operationalized according to the number of inappropriate
compensatory behaviors per week (mild: 1-3; moderate: 4-7;
severe: 8-13; extreme: 14 or more), though the severity desig-
nation could be increased to reflect other symptoms or level of
functional impairment. For anorexia nervosa, severity is de-
fined according to body mass index, and for binge eating dis-
order it is defined by the number of binge eating episodes per

Table 1 Characterization of disorder severity in DSM-5

DSM-5 disorder Features used to define severity

Major depressive disorder Number of symptoms, level of distress caused by intensity of symptoms, and impairment in social and occupational
functioning

Mania, hypomania Same as major depressive disorder

Alcohol use disorder Number of criteria

Drug use disorder Number of criteria

Bulimia nervosa Frequency of compensatory behaviors per week

Anorexia nervosa Bodymass index

Binge eating disorder Frequency of eating binges

Learning disorders Severity of deficit in learning skills and likelihood of learning the skills with or without intervention

Attention-deficit/hyperactivity disorder Number of symptoms, severity of individual symptoms, or level of impairment caused by the symptoms

Intellectual disability Level of adaptive functioning

Autism spectrum disorder Degree of impairment in functioning due to deficits in verbal and nonverbal communication, inflexibility of behavior,
difficulty coping with change, or restricted/repetitive behaviors

Stereotypic movement disorder The ease by which the symptoms can be suppressed and the need for intervention to prevent serious injury

Psychotic disorders Quantitative assessment on 5-point scale of primary feature of the psychosis (delusions, hallucinations, disorganized
speech, abnormal psychomotor behavior, and negative symptoms). Rating is based on symptom intensity or subjective
distress due to symptom

Reactive attachment disorder Only the severe type is defined. Severe is defined as all criteria met at a high level

Disinhibited social engagement disorder Only the severe type is defined. Severe is defined as all criteria met at a high level

Somatic symptom disorder Number of criteria and somatic complaints

Psychological factors affecting
other medical conditions

Degree of impact on medical condition or medical risk

Hypersomnolence disorder Number of days per week with difficulty maintaining daytime alertness

Narcolepsy Frequency of cataplexy and responsiveness of cataplexy to medication, number of naps per day, degree of disturbance of
nocturnal sleep

Obstructive sleep apnea/hypopnea Apnea/hypopnea index score

Nightmare disorder Frequency of nightmares per week

Sexual disorders Degree of distress related to symptoms

Premature ejaculation Time to ejaculation

Substance/medication-induced
sexual dysfunction

Percentage of occasions of sexual activity that dysfunction occurs

Oppositional defiant disorder Number of settings in which the symptoms occur

Conduct disorder Number of conduct problems or the degree of harm caused to others

Neurocognitive disorders Degree of difficulty with instrumental activities of daily living
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week, though, similar to bulimia nervosa, the severity designa-
tion can be increased to reflect other symptoms or degree of
functional impairment. Severity of sexual disorders is based
on the level of distress regarding the symptoms, except for
premature ejaculation, for which severity is based on the time
to ejaculation. The severity of cataplexy is based, in part, on
lack of responsiveness to medication.

This brief overview illustrates the variability in the ap-
proaches taken in the DSM-5 towards defining degrees of se-
verity, with some definitions emphasizing the number of cri-
teria met, some others emphasizing the core feature of the
disorder, some based on level of distress, and some focusing
on response to intervention and prediction of course. In con-
trast to many physical illnesses, none of the definitions of se-
verity refer to the likelihood of imminent or distal mortality,
andmost definitions do not refer to prognosis or future course.
Rather, most definitions of severity in DSM-5 refer to the num-
ber of symptoms or criteria of the disorder, the frequency of
symptoms, and the level of impairment or distress.

SEVERITYOFDEPRESSION

We focus on the severity of depression because it has re-
ceived the most extensive research. While the research has not
been entirely consistent, the severity of depression has been
associated with health-related quality of life34, functional im-
pairment35,36, suicidality37-39, longitudinal course40-43, and sev-
eral biological variables44-46. Moreover, the severity of depres-
sion has been at the core of controversies regarding the efficacy
of treatment and whether certain forms of treatment should be
recommended as first line interventions. Almost all research
on severity is based on scores on depression symptom scales,
though most scales have been developed without consider-
ation as to how to best conceptualize and assess the severity of
depression.

Severity levels of depression in DSM-5 and ICD-10

Three elements are used to define the severity levels of de-
pression in DSM-5: the number of symptoms, the level of dis-
tress caused by the intensity of the symptoms, and the degree
of impairment in social and occupational functioning. The se-
verity categorization applies to all depressive disorders, not
just major depressive disorder (MDD). Mild depression is spe-
cified when “few, if any, symptoms in excess of those required
to make the diagnosis are present, the intensity of the symp-
toms is distressing but manageable, and the symptoms result
in minor impairment in social or occupational functioning”.
Severe depression is specified when “the number of symptoms
is substantially in excess of that required to make the diagno-
sis, the intensity of the symptoms is seriously distressing and
unmanageable, and the symptoms markedly interfere with so-
cial and occupational functioning”. The DSM-5 does not expli-

citly define moderate depression other than to say that the
number of symptoms, intensity of symptoms, and/or function-
al impairment are betweenmild and severe.

There are someproblemswith theDSM-5 specification of se-
verity levels. The samedefinition of the severity specifier is used
for MDD and persistent depressive disorder. This is a problem,
because persistent depressive disorder requires fewer symp-
toms than does MDD to meet the DSM-5 diagnostic threshold.
Thus, a patient with persistent depressive disorder who experi-
ences the same number of symptoms as a patient with MDD,
and with similar levels of functional impairment and distress,
may be classified as more severe because the symptom count
may be “substantially in excess” of the diagnostic threshold for
persistent depressive disorder but not forMDD.

Another problem with the DSM-5 severity specifier is that
the definition of functional impairment is limited to social or
occupational functioning. This is inconsistent with the word-
ing of the impairment criterion for the diagnosis of MDD and
persistent depressive disorder, which refers to impairment in
social, occupational, or other important areas of functioning.
Thus, individuals who maintain social contacts, are not ex-
pected to be employed, but are unable to function as students
or full-time parents, could be misclassified as less severe than
they actually are.

While moderate severity is not specifically defined, the in-
ternal logic of the wording of themoderate severity description
has a minor flaw. Mild depression requires low levels of symp-
toms, distress and functional impairment. Conversely, severe
depression requires high levels of all three. Thus, moderate
depression should be defined as lying between the mild and
severe levels in symptoms, distress or functional impairment
(not and/or as DSM-5 defines it).

Finally, two other variables often considered important in
discussions about depression severity – suicidality and need
for hospitalization – are not considered in DSM-5’s definition
of severity.

What evidence supports the validity of the DSM-5 approach
towards defining severity in this manner? One study from a
population-based registry of twins who experienced a major
depressive episode in the year prior to the interview found that
the three aspects of the severity specifier – number of symp-
toms, severity of symptoms, and degree of functional impair-
ment – were significantly, albeit only modestly, correlated47.
The authors concluded that the DSM severity construct was
multifaceted and heterogeneous.

A study of psychiatric outpatients with a mood disorder48,
84% of whom were in a major depressive episode, found that
the number of DSM-IV symptoms of MDD was weakly corre-
lated with clinicians’ ratings on the Clinical Global Impression
(CGI)49 and the Global Assessment of Functioning (GAF)50.
Moreover, the severity ratings of some individual symptoms
of depression were as highly correlated with CGI and GAF
scores as was the total number of depressive symptoms. A
small study of psychiatric inpatients with MDD found that the
number of MDD criteria was weakly correlated with the Glob-
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al Assessment Scale51. Kessler et al52 analyzed data from the
National Comorbidity Study (NCS) and found that, compared
to individuals who reported five or six MDD criteria during
their worst episode of depression, individuals who reported
seven to nine MDD criteria experienced more psychosocial
impairment, more episodes of depression, and greater chro-
nicity. Wakefield and Schmitz53,54 examined the NCS database
as well as another epidemiological survey and suggested that
the number of depressive symptoms was less important than
the type of depressive symptoms and other features of compli-
cated depression in predicting future occurrence of a major
depressive episode, seeking professional help for depression,
a history of suicide attempt, and a history of psychiatric hos-
pitalization. Thus, symptom count does not seem to be an ad-
equate indicator of depression severity.

The ICD-1055 designates three levels of severity – mild,
moderate and severe – based on number of symptoms, sever-
ity of symptoms, functional impairment, level of distress and,
indirectly, type of symptoms. In contrast to DSM-5, there is no
symmetry in the descriptions of the three levels of severity.
Mild depression refers to the presence of two or three symp-
toms that are distressing though the patient is likely to be able
to continue withmost activities. Moderate depression requires
four or more symptoms with the patient having great difficulty
to continue with ordinary activities. Severe depression re-
quires “several symptoms that are marked and distressing,
typically loss of self-esteem and ideas of worthlessness or guilt.
Suicidal thoughts and acts are common and a number of
‘somatic’ symptoms are usually present”.

As with the definition of the DSM-5 severity specifier, little
research has been done on the ICD-10 severity specifier, per-
haps because the reliability of making the severity distinctions
is poor56. Poor reliability is not surprising, due to the impre-
ciseness of the severity level definitions57.

The severity definitions in the official diagnostic systems
have not been used in treatment studies. Rather, in almost all
those studies, severity is designated by a score on a symptom
rating instrument – usually the Hamilton Depression Rating
Scale (HAMD)58 or the Montgomery-Åsberg Depression Rat-
ing Scale (MADRS)59. Thus, treatment studies generally do not
consider other factors that have been used to characterize se-
verity, such as level of functional impairment, degree of suicid-
ality, or depressive subtype (i.e., presence of melancholic fea-
tures or psychotic symptoms)60,61.

Scales measuring the severity of depression

The severity of depression has beenmost frequently quanti-
fied on paper-and-pencil and clinician-administered rating
scales. There is variability amongst the instruments in the time
frame covered (the two most common time frames being the
past one or two weeks), rating guidelines (most scales use
Likert-type ratings based on symptom frequency, persistence
or intensity), and item content.

Little research has examined which parameters provide the
most valid indicator of depression severity. Is the severity of
depression best conceptualized as the number of symptoms
(i.e., present or absent), frequency of symptoms (e.g., every
day vs. half the days vs. few days), persistence of symptoms
(e.g., always present vs. often present vs. sometimes present),
or intensity of symptoms (e.g., severe vs. moderate vs. mild)?
Williams et al62, in standardizing the scoring of the HAMD,
created a grid scoring format to incorporate information re-
garding symptom frequency/persistence and intensity in the
ratings. The only study to examine whether it is important to
consider both intensity and frequency constructs found that
symptom intensity was a better indicator of severity than
symptom frequency63. In developing the Patient-Reported
Outcomes Measurement Information System (PROMIS) de-
pression scale, Pilkonis et al64 reviewed studies comparing
alternative response options and concluded that frequency
scaling outperformed intensity ratings, though these were not
studies of depression ratings. Thus, the most valid rating for-
mat of depression severity scales is unsettled, and has been
little studied.

Should the content of a severity scale be based on the diag-
nostic criteria for the disorder, include other symptoms of de-
pression that are not components of the diagnostic criteria
(e.g., low motivation), or include symptoms that are frequent
in depressed patients but are defining features of other dis-
orders (e.g., anxiety, irritability)? And by what standard should
one judge whether one approach or scale is a more valid indi-
cator of severity? Statistical approaches such as item response
theory have been used to construct scales65,66. While instru-
ments derived from this approach may be psychometrically
superior tomeasures based on the diagnostic criteria forMDD,
such measures do not include symptoms that have long been
considered to be core components of depression, such as ap-
petite and sleep disturbances or suicidality. If a measure of se-
verity is to be utilized for clinical purposes, and not just for ad-
ministrative outcome measurement, it is important to include
vegetative symptoms, as the presence of these symptoms af-
fects medication selection67, and to assess suicidality because
of safety concerns.

While there are differences amongst the scales in how they
were constructed, their intended purpose, item coverage, and
rating guidelines, the one commonality is that the overall se-
verity of depression is represented by the sum of the ratings of
the individual items. For all but a few scales, all items on the
scale are rated similarly and contribute equally to the total
score. A notable exception is the HAMD58, which includes
some items rated 0 to 2, and some others rated 0 to 4. To be
sure, measures differ in their emphasis on different content
domains of depression68. Some measures have been criticized
as being multidimensional, because a unidimensional con-
struct of depression severity is better able to demonstrate
treatment effects69. However, all scales, even multidimension-
al measures which yield subscale scores, as well as instru-
ments that were initially intended to screen for depression ra-
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ther than being used as indicators of severity, derive a total
score that has been used to denote the severity of depression.

The score summation approach is based on some assump-
tions that have not been empirically supported. Adding up
item scores to yield a total score as an indicator of overall de-
pression severity assumes that all symptoms are equal indica-
tors of the severity of depression. However, the different symp-
toms of depression are not similarly correlated with clinicians’
global ratings of severity48. From the psychometric perspec-
tive, the rating options of individual items should convey valid
information across the entire spectrum of severity70. Thus, se-
verely depressed patients should more frequently receive the
highest rating of a symptom than a low or zero rating, whereas
mildly depressed patients should more frequently receive rat-
ings indicating mild severity than the highest rating of a symp-
tom. Santor and Coyne70, using item response theory data
analytic techniques, demonstrated that some of the items of
the HAMD do not meet these assumptions.

In fact, scales based on item frequency ratings are unlikely
to meet these assumptions and therefore may not be good
measures of severity. For example, the items on the 9-item Pa-
tient Health Questionnaire (PHQ-9) are rated on a four-point
scale of symptom frequency during the past two weeks: (0=not
at all, 1=several days; 2=more than half the days; 3=nearly every
day)71. Patients with MDD would be expected to score a 3 for
most of the symptoms that are present, because the definition
of MDD requires symptom presence for at least two weeks. Be-
cause of the ceiling effect, a patient with MDD seen in primary
care who continues to work would score similarly to a de-
pressed patient who is hospitalized because of difficulties with
self-care. While there are several studies of the PHQ-9 using an
item response theory approach, these have been of heteroge-
neous non-depressed psychiatric, medical or community sam-
ples72-78. We are unaware of any studies evaluating the per-
formance of the PHQ-9 items in a sample of depressed patients
presenting for treatment.We would predict that, in such a sam-
ple, some – perhaps many – items of the PHQ-9 would be high-
ly skewed because of the aforementioned ceiling effect. No
studies have examined the impact of different rating guidelines
on the operating characteristics of items on a depression scale.

Implicit in the score summation approach is that low level
ratings across many symptoms reflect equal severity to high
ratings across a fewer number of symptoms. For example,
someonewho indicates that, in the past week, he/she has infre-
quently experienced low mood, insomnia, low self-esteem,
guilt, reduced concentration, fatigue, psychomotor slowing, in-
somnia, reduced appetite, reduced concentration, impaired
decisionmaking, and reduced interest in usual activities would
be considered at the same level of severity as someone who re-
ports daily depressed mood, guilt, feelings of inferiority, and
suicidal thoughts, but denies all somatic and vegetative symp-
toms of depression. Likewise, when item ratings are based on
symptom intensity, a mild intensity rating of many symptoms
is considered the same as a severe intensity rating of a more
limited number of symptoms.

The score summation approach, in which all items are
weighted equally, is not grounded in a specific overriding con-
ceptualization of severity. If illness severity is conceptualized
in terms of mortality risk, then one would expect a measure of
depression severity to weight more heavily item ratings of sui-
cidal thoughts, hopelessness and psychomotor agitation than
ratings of impaired concentration and fatigue. On the other
hand, if illness severity is conceptualized in terms of functional
impairment, then one might expect items assessing impaired
concentration and fatigue to be weighted more heavily than
items assessing appetite reduction or guilt. To be sure, some
measures assess functional impairment along with symptom-
atology63,71,79-81. No symptom-based measure, however, has
been constructed by examining the association of individual
items with indices of functional impairment and including on
the scale only those items that are independently associated
with impairment.

Few studies have examined the association between sever-
ity ratings of individual symptoms of depression and multiple
external indicators of severity. Faravelli et al48 found marked
differences among symptoms in their association with CGI
and GAF ratings. Moreover, the symptoms with the highest
correlations with CGI ratings – such as depressed mood, psy-
chic retardation, impaired concentration, and anhedonia –

tended to have the highest correlations with GAF scores.
Most discussions of the problems with depression scales

have focused on their limitations as outcome measures69,82,83.
However, different aspects of outcome measurement may be
of interest, and these differences might result in different ap-
proaches towards scale construction. Some measures of the
severity of depression have been specifically designed to be
sensitive to treatment effects59,84. Some measures are linked
to the symptom criteria that are used to diagnose depres-
sion71,79,85,86, whereas others assess a broad range of features
that patients indicate are most important in measuring out-
come80 or assess a range of diagnostic and associated symp-
toms of depression87. Descriptions of scale construction typ-
ically focus on the content of the measure and rarely discuss
the reason for choosing the rating format. For example, in de-
veloping the Multidimensional Depression Assessment Scale,
Cheung and Power68 reviewed the content of fifteen depres-
sion scales and how their scale would address a content gap.
There was no discussion, however, of rating formats and why
a symptom frequency format was chosen for their measure
rather than a rating format assessing symptom intensity.

One of the commonly used clinician rated measures of se-
verity, the MADRS, was designed to be particularly sensitive to
change in treatment trials59. Items were selected if they were
prevalent in the patients at the beginning of treatment (i.e.,
prevalence greater than 70%), showed the greatest change from
baseline to week 4 of treatment, and change in scores from
baseline to week 4 on the symptom showed the greatest corre-
lationwith change in total scores on themeasure.While there is
nothing inherently wrong with constructing a measure in this
manner for this purpose, this should not be the basis for select-
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ing items on a measure of depression severity, as the resulting
scale can be biased towards the inclusion of items that are par-
ticularly sensitive to change for the medication(s) studied. The
construction of theMADRS was based on response to mianser-
in,maprotiline, amitriptyline, and clomipramine –medications
that are not commonly used today. Using the same approach to
construct ameasure today, when differentmedications are pre-
scribed, might produce a scale that only partially overlaps with
the items includedon theMADRS. In the same vein, theHAMD,
which was published more than 50 years ago, has been criti-
cized for including items that are most responsive to the effects
of sedatingmedications such as tricyclic antidepressants88.

So, while there are many rating scales of depression, and
several studies examining them, questions remain as to how
to judge if one measure is a more valid indicator of depression
severity than another measure. Should it be based on psycho-
metric analyses indicating unidimensionality? Would a “bet-
ter”measure of severity bemore highly correlated with indices
of impairment? Be more highly correlated with current sui-
cidal ideation? Be more highly predictive of future suicidal be-
havior? Be more highly predictive of future mortality in gen-
eral? Bemore highly predictive of future course? Be better able
to distinguish depressed patients who do and do not require
hospitalization? Demonstrate a larger effect size in a treatment
study? Have greater discriminative ability between depression
and anxiety, and thus be a “purer”measure of depression?

A problemwith depression scales: uncertain validity of
cutoffs to define severity groupings

Putting aside the question of how to best conceptualize se-
verity and construct a scale, a problem with the existing litera-
ture on depression severity is the inconsistency in the cutoff
scores on symptom scales used to demarcate levels of severity,
particularly severe depression. The use of various cutoff scores
to define severity groups makes it difficult to compare the
studies on the treatment implications of severity.

DeRubeis et al89 conducted a mega-analysis of four studies
comparing cognitive-behavioral therapy and medication, and
defined severe depression as a cutoff of 20 or more on the 17-
item HAMD. Likewise, the recent mega-analysis of placebo-
controlled trials of fluoxetine and venlafaxine used a cutoff of
20 to define severe depression90. Both of these studies cited
the landmark study by Elkin et al91 to justify their definition of
severe depression. However, Elkin et al did not cite empirical
evidence for this cutoff and, in fact, did not refer to the patients
scoring above 20 on the HAMD in absolute terms (i.e., having
severe depression), but instead referred to these patients in
relative terms (i.e., having more severe depression than the
patients scoring 20 and below).

In Kirsch et al’s92 meta-analysis of the impact of severity on
antidepressant-placebo differences, the authors noted that the
mean baseline HAMD scores of the antidepressant efficacy
trials were in the very severe range (i.e., > 23) based on the

American Psychiatric Association (APA)’sHandbook of Psychi-
atricMeasures93 for all but two of the 35 studies included in the
analysis. In a prior analysis of antidepressant efficacy studies in
the Food and Drug Administration (FDA) data base, Khan
et al94 divided the studies into three groups based on pre-treat-
ment HAMD scores (<24, 25-27, >28) without indicating the
basis for using these cutoff scores to define the groups. Four-
nier et al95 used the thresholds recommended in the APA’s
Handbook of Psychiatric Measures93 to define grades of sever-
ity on the HAMD (mild to moderate: <18; severe: 19 to 22; very
severe: >23). In contrast to these studies, and the APA guide-
lines, most pharmacotherapy studies have used a cutoff of 25
on the 17-item HAMD to define severe depression96-101 and
this cutoff has been recommended by several experts102-104.
Thus, severe depression has not been consistently defined.

Fundamental to studies on the treatment implications of se-
verity levels is the validity of the cutoffs on the HAMD to define
the severity categories. In none of the discussion sections of
themeta-analyses and pooled analyses of the reports on sever-
ity and treatment outcome were questions raised about the
cutoffs used to define the grades of severity. The APA’s Hand-
book of Psychiatric Rating Scales93 cited only two small studies
in support of the cutoff scores to identify severity subtypes,
and neither study provided support for the APA guidelines.
One was a study examining the validity of deriving a HAMD
equivalent score on the Schedule for Affective Disorders and
Schizophrenia105. This study did not attempt to determine the
cutoff scores on the HAMD indicating grades of severity. The
second study examined the association between HAMD scores
and global ratings of severity in 59 depressed inpatients106.
The authors did not derive (or recommend) cutoff scores cor-
responding to severity levels. Thus, it is unclear why a cutoff of
19 was recommended in the APA Handbook to identify severe
depression. The UK National Institute for Health and Clinical
Excellence (NICE) guidelines recommended a cutoff of 23 to
identify severe depression on the HAMD, though no research
was cited to support this recommendation107.

Because of the limited amount of empirical research estab-
lishing cutoff scores for bands of severity on the HAMD, and
the significance accorded to severity by treatment guidelines,
our clinical research group also examined this issue in 627
psychiatric outpatients with MDD who were rated on the
CGI108. The cutoff score on the HAMD that maximized the
sum of sensitivity and specificity was 17 for the comparison of
mild vs. moderate depression and 24 for the comparison of
moderate vs. severe depression. Based on a review of the avail-
able evidence, as well as the recommendations that a cutoff of
7 be used to define remission, we recommended the following
severity ranges for the 17-item HAMD: no depression (0-7);
mild depression (8-16); moderate depression (17-23); and se-
vere depression (>24).

Each of the above studies derived cutoff scores based on
clinicians’ global judgments of severity. A limitation of these
studies is that it is not known on what basis the global judg-
ments of severity were made. Were some symptoms of depres-
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sion considered better indicators of severity than other symp-
toms? For example, are symptoms characteristic of melan-
cholic or endogenous depression given greater weight in clini-
cians’ CGI ratings? Are clinicians’ global ratings dispropor-
tionately influenced by degree of suicidality? Do clinicians
consider psychosocial impairment in making their CGI rat-
ings? We are unaware of any studies that have attempted to
derive severity ranges on the HAMD, or any other depression
scale for that matter, based on degree of impairment or level of
suicidality.

Another problemwith depression symptom scales:
different scales classify patients into different severity
groups

In clinical practice, self-report questionnaires are prefer-
able to clinician-rated scales because they take less time to ad-
minister. If self-report scales are to be used to classify patients
into severity categories, and if treatment recommendations
are to be based, in part, on severity classification, then it is im-
portant for different scales to classify individuals similarly.
However, because the content of measures differ, it would not
be surprising if thereweresignificantdifferencesbetweenmeas-
ures.

Cameron et al109 compared the PHQ-9 and the Hospital
Anxiety and Depression Scale (HADS) severity classifications
in a sample of primary care patients referred by their general
practitioners in the UK to a mental health worker110. No infor-
mation was provided regarding the patients’ psychiatric diag-
noses. They found that the PHQ-9 overclassified severity com-
pared to the HADS, with twice as many patients classified in
the severe range. Other studies comparing the PHQ-9 and the
HADS in medical patients found similar results111,112. How-
ever, these studies lack an external validator and it is therefore
unclear if the PHQ-9 overclassifies, or the HADS underclassi-
fies, severity. A second study by Cameron et al107 included the
second edition of the Beck Depression Inventory (BDI-II)113

along with the PHQ-9 and HADS, and also assessed the pa-
tients with the HAMD. The participants were primary care pa-
tients who had been diagnosed by their general practitioner
with depression. Both the PHQ-9 and BDI-II overclassified se-
verity compared to the HAMD, whereas the HADS underclas-
sified severity.

We are aware of only one study that compared self-report
scales in a sample of psychiatric outpatients with MDD114. Our
clinical research group compared severity classification on
three measures that assess the DSM-IV/DSM-5 symptom cri-
teria for MDD: the Clinically Useful Depression Outcome Scale
(CUDOS)79, the Quick Inventory of Depressive Symptomatol-
ogy (QIDS)85, and the PHQ-971. The patients were also rated
on the 17-item HAMD. In a study of depressed outpatients, we
found that the correlations between the HAMD and all three
self-report scale scores were nearly identical, and the average
correlation among the three self-report scales was .73. How-

ever, the scales significantly differed in their distribution of pa-
tients into severity categories. Approximately one-third of the
patients scored in the mild range on the HAMD and CUDOS,
whereas approximately 10% of the patients were mildly de-
pressed according to the PHQ-9 and QIDS. On the CUDOS
and HAMD, moderate depression was the most frequent se-
verity category, whereas on the PHQ-9 and QIDS the majority
of the patients were classified as severe. The majority of the
patients in the moderate range on the HAMD were in the se-
vere range on the PHQ-9 and QIDS. Significantly fewer pa-
tients were classified as severely depressed on the CUDOS
compared to the PHQ-9 and QIDS.

With the three self-report measures being highly correlated
with each other, and equally correlated with the HAMD, what,
then, might account for the marked differences between scales
of similar content in the distribution of patients into severity
groups?

The cutoffs on the three scales to define the severity groups
were derived in different ways, and this was likely responsible
for the differences between the scales in severity classification.
For example, Kroenke et al71 indicated that the cutoff scores on
the PHQ-9 were chosen for the pragmatic reason of making
themeasier for clinicians to recall. They also noted that alterna-
tive cutoffs did not increase the association between increasing
PHQ-9 severity and indices of construct validity. When select-
ing the cutoff scores to define the severity ranges on the PHQ-9,
the developers of this questionnaire did not consider the po-
tential impact of the broadness by which severity ranges were
defined and how this might impact on treatment recom-
mendations of official treatment guidelines.

Kroenke et al71 indicated that, when severity groupings
based on different cutoffs are equally associated with external
variables, then the cutoffs can be chosen based on their ease
of recall. We disagree with this reasoning. For all scales meas-
uring the severity of depressive symptoms, the thresholds dis-
tinguishing patients with mild, moderate and severe depres-
sion do not represent well-demarcated lines separating the
severity subtypes. As with other areas of psychopathology, the
severity of depression better corresponds to a dimensional
than a categorical model of classification115. Thus, alternative
cutoffs to categorize severity groupings are likely to also be
valid when the groupings are compared on an external variable
such as psychosocial functioning. However, one should not be
cavalier about the choice of cutoffs, because they impact on
the relative broadness of each of the severity categories.

If clinicians are to follow official treatment guidelines’ re-
commendations and base initial treatment selection on the se-
verity of depression, then it is important to have a consistent
method of determining depression severity. The marked dis-
parity between standardized self-administered scales in the
classification of depressed outpatients into severity groups in-
dicates that there is a problemwith the use of such instruments
to classify depression severity. If official treatment guideline re-
commendations were followed, then use of measures such as
the QIDS and PHQ-9, which broadly define the severe cat-
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egory, would result in greater reliance on medication in prefer-
ence to psychotherapy as the first line treatment option for
MDD. Caution is thus warranted in the use of these scales to
guide treatment selection until the thresholds to define severity
ranges have been better established empirically.

The importance of severity of depression in treatment:
official guideline recommendations

Notwithstanding the aforementioned problems with con-
ceptualizing the severity of depression, and defining the cut-
offs on scales for severity levels, depression severity is an im-
portant consideration in treatment decision-making. The se-
verity of depression has influenced treatment recommenda-
tions in official guidelines. The third edition of the APA’s
guidelines for the treatment of MDD recommend both psy-
chotherapy and pharmacotherapy as monotherapies for de-
pression of mild andmoderate severity, and pharmacotherapy
(with or without psychotherapy) for severe depression1. The
NICE updated guidelines for the treatment and management
of depression discourage the use of antidepressant medication
as the initial treatment option for mild depression, and recom-
mend medication together with empirically supported psy-
chotherapy for moderate and severe depression2. As reported
by van der Lem et al116, treatment guidelines in the Nether-
lands also recommend pharmacotherapy as the first treatment
option for severely depressed patients, and either pharmaco-
therapy or psychotherapy for mildly andmoderately depressed
patients. While the recommendations in these guidelines are
not entirely consistent, they are unanimous in recommending
medication as the treatment of choice for severe depression.

The treatment significance of severity has been studied in
several different ways. There are controlled studies, effective-
ness studies, pooled analyses, and meta-analyses examining
the impact of severity on particular treatments117-122, compar-
ing treatments across a range of severity99,123-127, comparing
medication and placebo across a range of severity128,129, com-
paring psychotherapy and control groups across a range of se-
verity130,131, comparing treatments amongst severely depressed
patients96,101,102,132, and examining whether severity predicts
short-term outcome42,133-135, treatment resistance136, longer-
termoutcome40,137-139, and relapse38.

Severity of depression and pharmacotherapy

In the past decade, questions have been raised whether se-
lective serotonin reuptake inhibitors (SSRIs) and other new
generation antidepressants are effective in non-severe depres-
sion. Khan et al94 analyzed 45 clinical trials in the FDA data-
base and found that in studies with a mean baseline 17-item
HAMD score of 24 or less there was little evidence that anti-
depressant medication was superior to placebo, whereas in
studies with a mean baseline HAMD score of 28 or greater

there was clear evidence that medication was superior to pla-
cebo. Kirsch et al92 similarly examined the FDA database, and
they also examined the efficacy of antidepressants as a func-
tion of mean baseline HAMD score in the trial. Their results
largely replicated the findings of Khan et al94 that drug-pla-
cebo differences were largest in the studies with the highest
baseline severity (i.e., HAMD >28). Kirsch et al92 found that
antidepressants were significantly more effective than placebo
in the less severe cohorts, but they considered the difference
in response to bemodest and clinically insignificant.

In contrast to the analyses of the FDA database by Kirsch
et al92 and Khan et al94, Fournier et al95 pooled individual pa-
tient data from six published studies. Kirsch et al and Khan
et al used aggregated mean scores for an entire study as the
unit of analysis. That is, they compared studies with different
mean severity scores at baseline. The problem with this ap-
proach is that a group of patients with a mean score in the se-
vere range will also include some patients in the mild and
moderate severity ranges. Likewise, a group of patients with a
mean score in the mild or moderate severity range will include
some patients scoring in the severe range. Pooling individual
patient data avoids the problem of severity group misclassi-
fication at the individual patient level. Fournier et al95 repli-
cated the finding that drug-placebo differences were clinically
significant only for severely depressed patients, and found
only a small effect size for mildly and moderately depressed
patients.

More recently, other pooled analyses of patient level data (ra-
ther than aggregated data from a trial) have been conducted.
Using pharmaceutical company data bases, these analyses in-
cluded all studies of a product, thereby avoiding the bias inher-
ent in examining only published studies140. The results of three
large, pooled analyses of published and unpublished studies,
which included between 4,000 and 10,000 subjects each, indi-
cated that antidepressants are effective across a range of sever-
ity90,129,141. These analyses, and the controversy that has been
stirred regarding the efficacy of antidepressants, highlights the
impact that considerations of severity might have on clinical
practice.

Severity of depression andmedication or psychotherapy
as first line treatment

A second important severity related treatment question is
whether the severity of depression should be used as the basis
for recommending medication or psychotherapy as first line
treatment. More specifically, the question is whether patients
with severe depression should preferentially be treated with
medication. A related question is whether psychotherapy is
beneficial for severely depressed patients.

Symptom severity as amoderator of treatment response has
been the subject of ongoing debate since the publication of the
results from the US National Institute of Mental Health Treat-
ment of Depression Collaborative Research Program (TDCRP),
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suggesting that psychotherapy was not as effective as medica-
tion in the acute treatment of severe depression91,142. The first
meta-analysis of studies directly comparing psychotherapy
and pharmacological interventions included 30 published
studies of more than 3,000 patients143. Ameta-regression anal-
ysis examining whether effect sizes were associated with mean
baseline scores on the HAMD or BDI found no evidence that
baseline severity was associated with differential treatment
outcome. A comparison of effect sizes in studies with baseline
HAMD scores below 20 vs. 20 and above also found no differ-
ences.

A meta-analysis of 132 controlled psychotherapy studies of
more than 10,000 patients found that greater mean baseline
symptom severity did not predict poorer response130. More
recently, Weitz et al144 pooled individual patient data from 16
studies comparing antidepressants and cognitive behavior
therapy. They defined the severe group according to the APA
(HAMD ≥19) and NICE (HAMD >23) recommendations. In-
creased severity was associated with significantly lower remis-
sion rates (but not response rates) in both the medication and
psychotherapy treatment conditions. Severity was not associ-
ated with differential treatment outcome, thus confirming the
results of a prior pooled analysis based on a smaller number
of studies89. In a follow-up study, the authors conducted a
pooled analysis focused on the five studies that used placebo
as the control condition131. The results were consistent with
the larger pooled analysis: baseline symptom severity was not
associated with change in symptom severity scores from base-
line to endpoint between the cognitive behavior therapy and
pill placebo groups.

The results of these more recent meta-analyses, based on
severity classification according to symptom rating scales, are
thus not consistent with official treatment guidelines which
recommend medication as the first line treatment for severe
depression.

SEVERITYOF PERSONALITY DISORDERS

Severity is clearly of import to PDs, though the current diag-
nostic systems do not include any formal severity ratings. PD
patients identified as “severe” aremore likely to exhibit high co-
morbidity with other psychiatric diagnoses, particularly mood,
anxiety, substance use145, and other PDs146. So-called “se-
vere” cases are often in treatment for protracted periods of
time147-149, exhibit higher rates of hospitalization and suicide
attempts150, and self-injure with greater frequency151. They
are likely to be incarcerated, unable to hold down a job, and
have failed relationships152. It is generally agreed that they
may present a public health burden, and therefore should be
identified early and get treated often3,4,153.

Nonetheless, the question remains: what is meant by “se-
vere” PD? Severity has been assessed by counting the number
of comorbid PD diagnoses overall, with higher comorbidity
indicating higher severity152,154-156. However, this may better

reflect the severity of overall personality pathology rather than
the severity of a particular PD. More severe cases of personal-
ity pathology may further be identified by case complexity and
specific comorbidity patterns. The main section of DSM-5
(i.e., Section II) identifies PDs as occurring in one of three clus-
ters. Tyrer and Johnson157 proposed that individuals with co-
morbid PDs from more than one cluster are more severe than
those with comorbid PDs from the same cluster. The authors
further identify antisocial PD as the most severe PD based on
risk to others. Therefore, the most severe cases must be diag-
nosed with antisocial PD as well as PDs from other clusters.
Using this model, severity of PD was associated with con-
duct disorder, criminal behavior, homelessness, institutional-
ization, unemployment, and delinquent behavior in child-
hood.

Severity of a specific PD may be measured by counting the
number of criteria met. For example, cases of borderline PD
for which nine criteria are endorsed would be viewed as more
severe than patients endorsing only five criteria147. However,
results from our clinical research group did not support this
hypothesis, finding no differences in comorbidity or psycho-
social functioning based on criteria count for patients diag-
nosed with borderline PD158. Alternatively, severity can be de-
fined by the frequency of symptoms. For instance, patients
with borderline PD who engage in self-injury multiple times
daily would be more severe than those reporting only monthly
self-injury151.

Specific PDs have even been identified as more or less se-
vere than others. Kernberg and Caligor159 organized PDs into
a hierarchy ranging from “more severe” (e.g., borderline PD)
to less severe (e.g., obsessive compulsive PD, dependent PD).
There has also been a strong push for conceptualizing PDs
using constellations of pathology personality traits. From this
perspective, a “severe” PD symptom or trait may be defined as
one that is statistically extreme, or existing in only a very small
proportion of the population160.

Treatment research of “severe”personality disorders primar-
ily emphasizes symptom characteristics (frequency, persist-
ence, intensity) and functional impairment (social/occupa-
tional, or outcomes such as imprisonment)161-163. Maden and
Tyrer162 identify a category of “dangerous and severe” PD,
which is characterized by having a high risk of causing unre-
coverable harm to others. Confusingly, the first criterion for
having a “dangerous and severe” PD is already being diag-
nosed with a “severe disorder of personality” which remains
undefined itself. The authors do not clarify what severity
means at the criterion level, although it appears this definition
is legal in origin, and refers primarily to psychopathy and not
to PDs as they are traditionally defined.

Severity of personality disorders and functioning

Although severity has been defined in various ways in the
PD literature, a general consensus appears to have emerged
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that PD severity is inherently linked with level of maladaptive
functioning164-169. It is widely acknowledged that extreme trait
or symptom variation is insufficient to diagnose PDs or to dic-
tate diagnostic severity. Rather, the emphasis lies in having ex-
treme personality traits in the presence of impairment associ-
ated with those traits. Unlike physical illnesses, or even depres-
sion, which are more focused on symptom presentation, per-
sonality diagnoses are intertwined with adaptive functioning.
Like depression, PDs by definition must result in “distress or
impairment” to be diagnosed33. In contrast to depression, how-
ever, the symptom criteria for diagnosing PDs include both af-
fective/cognitive/emotional and functional components. For
example, impoverished occupational and financial functioning
is included in symptom criteria for antisocial PD, and failure to
engage in social and leisure activities is part of the criteria for
obsessive-compulsive PD.

The interrelationship between functional impairment and
personality leads many to conclude that PD severity is a com-
bination of extreme personality disturbance and maladaptive
functioning associatedwith thatdisturbance165,169. In fact, func-
tioning is so fundamental to determining PD presence and se-
verity that some authors argue that assessing extreme traits/
symptoms is unnecessary170-173. Thus, one need not demon-
strate symptom severity if sufficient impairment is judged to be
present. However, the dysfunction must be determined as due
to the presence of the personality features, even if they are not
extreme. For example, using themultiaxial DSM-IV, Livesley174

proposed defining PD as present diagnostically on Axis I, and
coding personality traits separately on Axis II. Widiger and
Trull169 proposed a similar model, only using the GAF score on
Axis V as a stand in for severity.

Taken together, these models converge on defining severity
as a generalized, adaptive failure of an intrapsychic system re-
quired to fulfill daily life tasks166. Although specific areas of im-
pairment differ, there is convergence on impairment in three
broad areas: identity formation, self-control (or direction), and
interpersonal relationships164. However, some research indi-
cates that pathological personality traits and functioning are
so closely intertwined that they may not represent distinct do-
mains175.

Severity of personality disorders as described in DSM-5
and ICD-10

There is no clear mention of severity with respect to PDs in
the main section II of DSM-533. However, the overall descrip-
tion of PDs includes severity indicators common to other dis-
orders. For example, PDs are specifically noted to be inflexible,
maladaptive, pervasive, and associated with “clinically signifi-
cant” functional impairment or subjective distress. Functional
impairment is an indicator of severity in many physical and
psychiatric disorders; pervasiveness is a severity indicator for
depression; and subjective distress is identified as indicating a
“severe case” for disorders of mood and sexual function. As it

stands, there is no official method for indicating PD severity in
DSM-5.

Section III (Emerging Measures and Models) of DSM-5 in-
cludes an alternative model for diagnosing PDs. Diagnosis is
defined via a combination of severity levels of dysfunction
and elevated personality traits, and severity is determined
principally by dysfunction associated with elevated traits33.
This model does not designate a measure for overall severity,
but “moderate or greater impairment” is required for diagno-
sis. Impairment is operationalized as falling into one of five
levels, with the extreme end indicative of severe personality
pathology. The Level of Personality Functioning Scale (LPFS)
is proposed to rate impairments in functioning, and therefore
also PD severity. Ratings are made for self (identity and self-
direction) and interpersonal (empathy and intimacy) func-
tioning. Levels include: 0 (little or no impairment), 1 (some
impairment), 2 (moderate impairment), 3 (severe impair-
ment), 4 (extreme impairment). Individuals with extreme im-
pairment are described as having an impoverished, unclear
identity and self-direction with maladaptive self-concept, and
completely lacking capacity to engage interpersonally.

Interestingly, DSM-5 Section III also includes discussion of
an additional measure of personality traits, the Personality In-
ventory for DSM-5176. The items are clearly trait content re-
lated; however, the measure provides an overall summed
score identified as measuring “overall personality dysfunc-
tion”. The identification of extreme traits as indicative of dys-
function is curious, but not inconsistent with the significant
overlap between functioning and PD traits/symptoms found
elsewhere in the literature175. Nonetheless, this suggests that
extreme traits are at least indicative of extreme dysfunction,
which is the primary index of severity in this model.

Similar to the DSM-5, the ICD-10 does not makemention of
severity in PD classifications. However, several papers have
been published on changes proposed for ICD-11, which are
substantial. Most notably, the primary classification of PDs will
change to one based on severity of personality disturbance.
Description of PD traits or features is optional but will not be
required for diagnosis3,4.

Consistent with the larger literature, the proposed changes
to the ICD-11 conceptualize severity primarily as dysfunction,
or the personality-related problems experienced by the indi-
vidual. Again, five levels of severity are proposed, though they
vary slightly from those in the DSM. Summed together, sever-
ity levels are dictated first by pervasiveness of the impairment
(across situations or limited), and secondarily by the number
of problematic personality traits (multiple or single). At the
highest level of severity, risk to self or others is also assessed.
Thus, the most severe cases are identified by functioning
above all else. Symptoms/traits and risk of harm are second-
ary, but also considered. Unlike the DSM-5 alternative model
proposal, dysfunction in self and identity is not included in se-
verity ratings3,4. At the time of this writing, the ICD-11 has not
yet been published, and therefore these definitions should be
considered provisional. Nonetheless, the emphasis on func-
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tioning via severity ratings has been criticized for insufficient
research establishing its reliability and validity177.

Measures of personality severity

As early as 1996, Tyrer and Johnson157 developed a five-
point scale assessing disorder severity similar to that in the
ICD-11 proposal. Ratings weremade based on information de-
rived from a trait personality measure, the Personality Assess-
ment Schedule (PAS)153. Thus, severity was weighted more to-
wards extremity on traits than on functioning. The PAS has
also been used to classify individuals into the four PD catego-
ries proposed by Tyrer and Johnson157: no PD, personality dif-
ficulty, simple PD, complex PD. PAS severity designations are
primarily based on the frequency of DSM-IV and ICD-10 cat-
egories, and have been used in studies predicting treatment
outcomes, albeit with mixed findings178. The General Assess-
ment of Personality Disorder179 has been used as an index of
severity in multiple studies, and provides two main scales of
severity – self-pathology and interpersonal problems – both of
which reflect functional impairment as defined by the DSM-
5164,180,181. Similarly, the Severity Indices of Personality Prob-
lems173 defines severity as a combination of impoverished self
and interpersonal functioning.

Relatively few measures of severity exist for individual PDs,
and these largely focus on borderline PD. For example, the
Borderline Personality Disorder Severity Index (BPDSI)151,182

is a semi-structured clinical interview that operationalizes se-
verity primarily by frequency of borderline PD symptom be-
haviors over the preceding three months. Frequency of symp-
toms is rated from 0 (never) to 10 (daily). Severity is averaged
across these scores, yielding severity scores for individual bor-
derline PD criteria as well as the diagnosis overall. Thus, the
BPDSI largely measures severity as a function of symptom fre-
quency, though many of the items also ask about behaviors
that have implied functional consequences (e.g., going out in-
stead of working).

Consistent with the severity of personality pathology often
being linked with impairments in functioning, PD treatment
outcome researchhasoften focusedon thedegree towhichvari-
ous treatment approaches (e.g., dialectical behavioral therapy,
mentalization-based treatments, transference-focused psycho-
therapy) improve day-to-day functioning and reduce specific,
concrete maladaptive behaviors147,183,184. For instance, in the
extensive borderline PD treatment literature, change in person-
ality pathology is often assessed using measures such as the
Zanarini Rating Scale for Borderline PersonalityDisorder185 and
the Barratt Impulsiveness Scale186. However, reduction in
suicide attempts, self-harm behavior, and reliance on psychi-
atric emergency treatment services are often primary treat-
ment outcome measures, as are improvements in maintain-
ing meaningful relationships and improving workplace func-
tioning147,183,184,187,188.

Although the PD treatment literature has focused primarily
on the treatment of borderline PD, other PDs also have received
some attention, with functional impairment being identified as
central to treatment outcomes. For instance, transference-fo-
cused psychotherapy has demonstrated some benefit for pa-
tients with comorbid narcissistic and borderline PD, and this
treatment approach emphasizes interpersonal functioning in
personal and workplace relationships when assessing out-
come189. Treatment research on antisocial PD has focused on
subsequent substance use and arrests190. Thus, across the
treatment of various PDs, treatment outcome and a reduction
in “severity” is understood not just as symptom reduction,
but also reduction in specific deleterious behaviors (e.g., self-
harm) and the promotion of interpersonal functioning and
specific prosocial behaviors (e.g., maintaining employment).

TRANSDIAGNOSTICMODELS AND SEVERITY: THE
EMERGENCEOF PSYCHOPATHOLOGY SPECTRA

Many of the questions asked above as to how to compare
the validity of depression scales in measuring severity also
apply to determining if different diagnoses confer differential
levels of severity. The likelihood of meeting criteria for differ-
ent diagnoses confers standing on underlying genetic liabil-
ities191,192. This is important to consider given that individuals
who meet criteria for one diagnosis are very likely to meet cri-
teria for multiple other diagnoses193, such that various diag-
noses may be thought to bemanifestations of underlying spec-
tra (e.g., antisocial PD, narcissistic PD and substance use all
reflect an underlying externalizing spectrum).

Research examining the relations amongst various internal-
izing diagnoses characterized by subjective distress and fear
suggests that it may be “easier” for individuals to meet criteria
for diagnoses such as MDD than for more “severe” disorders
such as generalized anxiety and panic disorders194. Put differ-
ently, meeting criteria for generalized anxiety or panic disorder
reflect higher standing on the internalizing dimension than
would simply meeting criteria for MDD. Interestingly, Krueger
and Finger194 also found that high standing on the internalizing
dimension was linked robustly to lifetime number of inpatient
hospitalizations and pastmonth psychosocial functioning.

Other more recent research has also linked “severity” on
the internalizing spectrum to key outcomes. For instance, Ea-
ton et al195 found that the likelihood of meeting criteria for
various depressive disorders, anxiety disorders, and bipolar
disorders can be represented by an underlying continuum. In-
dividuals with high scores on this dimension, who would be
characterized as having more “severe” levels of internalizing
psychopathology, would thus be likely to meet criteria for
many diagnoses and to report a broad range of symptoms
(e.g., depressed mood, worry, concentration difficulties, irrita-
bility) characterizing the various DSM diagnoses defining this
dimension.
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Eaton et al195 presented evidence indicating that scores on
the internalizing spectrum predicted outcomes such as the fu-
ture occurrence of internalizing symptoms (e.g., depressed
mood, worry), suicide attempts, angina/chest pain, and ul-
cers. Moreover, standing on this underlying dimensionally-
based internalizing spectrum predicted these outcomes much
more strongly than did DSM-based conceptualizations of vari-
ous internalizing disorders (e.g., MDD, generalized anxiety
disorder), thereby providing evidence for the utility of this ap-
proach in capturing severity as it relates to important out-
comes such as suicidality and physical health concerns195.

In regard to other forms of psychopathology, Krueger et al196

presented evidence indicating that symptoms and behaviors
defining personality and substance use disorders can be cap-
tured by an underlying externalizing dimension. Other re-
search also supports the presence of this underlying latent
externalizing dimension, which explains why antisocial be-
haviors (e.g., various unlawful behaviors) and traits (e.g., im-
pulsivity, callousness) and substance use issues are likely to
co-occur191,197. Carragher et al197 presented findings suggest-
ing that meeting criteria for some disorders (e.g., cocaine
dependence) confers higher standing and severity on this
underlying externalizing dimension than other “less severe”
disorders (e.g., nicotine and alcohol dependence). Similarly,
overlap in disorders such as schizophrenia and schizotypal PD
appears to be reflected by a thought disorder spectrum191,198.
Standing on this spectrum has been linked to functional im-
pairment and illness course198.

Going forward, it will continue to be important for future re-
search to further explicate how level of severity (i.e., how likely
an individual is to meet criteria for different disorders and to
meet criteria for “difficult” disorders such as cocaine depend-
ence in the case of the externalizing spectrum) captured by
broad internalizing, externalizing, and thought disorder di-
mensions predicts illness course and other key outcomes re-
lated to morbidity and mortality. These dimensions account
for diagnostic comorbidity amongst various disorders and have
been shown to predict various outcomes more strongly than
diagnostic status on various DSM disorders, suggesting im-
portant merits to this approach191,195. In this regard, the Hier-
archical Taxonomy of Psychopathology (HiTOP) has emerged
as a dimensionally-based alternative to the DSM-5191,199. Thus,
it will be important to determine the degree to which this
framework adequately captures psychopathology “severity”,
however severity is defined, and is useful for researchers and
practitioners.

CONCLUSIONS

The issue of severity has great clinical importance. Severity
influences decisions about level of care and affects decisions
to seek government assistance due to psychiatric disability. In
outpatient settings, the importance of severity is reflected in
the controversy about the efficacy of antidepressants across

the spectrum of depression severity, and whether patients
with severe depression should be preferentially treated with
medication rather than psychotherapy.

We began this paper with a series of questions as to how the
severity of psychopathology should be conceptualized. Some
authors have suggested that the core indicator of the severity of
mental illness is functional disability200. TheDSM-5has defined
the severity of different disorders in different ways. Our review
of the literature for depression and PDs demonstrated that re-
searchers have adopted a myriad of ways of defining severity.
The severity of depression has predominantly been defined ac-
cording to scores on symptom rating scales. To be sure, there is
some variability in how items are rated (i.e., symptom intensity
vs. symptom frequency vs. symptom persistence), as well as
some variability in the range of symptoms assessed by different
measures of depression. Irrespective of the precise manner by
which symptom severity is determined, most of the literature
on the severity of depression is based on the parameters of
symptoms. By contrast, the core of personality pathology is
intertwined with its impact on functioning. Distinguishing ex-
treme variants of personality traits from functioning has been
challenging, therefore functional impairment has been funda-
mental to conceptualizing the severity of PDs.

Because the functional impact of symptom-defined dis-
orders such as MDD depends on factors unrelated to the dis-
order such as self-efficacy, resilience, coping ability, social
support, cultural and social expectations, as well as the re-
sponsibilities related to one’s primary role function and the
availability of others to assume those responsibilities, we
would argue that the severity of such disorders should be de-
fined independently from functional impairment. To those
who would disagree, consider the following scenario: two in-
dividuals have an upper respiratory tract infection. They have
the same elevation in body temperature, sneeze and cough
with the same frequency, have the same level of mucus pro-
duction and nasal discharge, and the same viral load. And the
symptoms last for the same number of days. In short, they
have the same intensity, frequency, and persistence of symp-
toms. Yet one person misses work for a week and the other
does not miss work. Does the person who missed work have a
more severe upper respiratory tract infection?

A distinction could be made between defining severity at
the level of a disorder vs. overall global illness severity. As
stated, at the level of disorder, severity should be determined
by the factors that are intrinsic to the disorder. Thus, the sever-
ity of depression should be determined by the intensity, fre-
quency, and/or persistence of the depressive symptoms. And
the same is true for other disorders such as generalized anxiety
disorder, post-traumatic stress disorder, mania/hypomania,
and tic disorder. The severity of panic disorder should be
based on the intensity and frequency of panic attacks. The se-
verity of premature ejaculation should be based on time to
ejaculation, the severity of hypoactive sexual desire based on
the intensity (or lack thereof) of desire, the severity of binge
eating disorder on the frequency and intensity of binges, etc..
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The episodic nature of some psychiatric disorders and symp-
toms presents some measurement challenges. There may be
day-to-day variability in symptom intensity as well as symp-
tom persistence through the course of the day. Symptom fre-
quency varies by disorder. Too little research has compared
the validity of symptom intensity, frequency, and persistence
assessments.

Severity, however, can be considered from another per-
spective: at the level of overall illness. A patient with depres-
sion, borderline PD, some anxiety disorders, substance use
disorder and an eating disorder has a severe illness. It would
likely be difficult to parse the levels of functional impairment
to the separate disorders. The severity of the symptoms of de-
pression may not be high, but the patient is nonetheless se-
verely ill. How to take into account comorbidity when deter-
mining the severity of individual disorders is not clear. A glob-
al rating of overall illness severity was included in DSM-III
through DSM-IV, but dropped from DSM-5. The global rating
of illness severity can be considered to be akin to the compo-
site measures of physical illness severity, described in the
introduction, that have been used to predict mortality in
emergency room and hospitalized patients. The problem with
the GAF was that it was a single rating that required consider-
ation of multiple constructs, including symptom frequency,
type of symptom, level of impairment, suicidality, ability to
care for oneself, and psychosis. Because of its complexity,
there were problems with the reliability of its ratings201. Per-
haps the dimensionally based measures of psychopathology
articulated in HiTOP will yield clinically meaningful and use-
ful approaches towards characterizing overall severity.

In the future, research on severity needs to be clear as towhat
correlates of a measure are expected. We noted above that too
little research has compared the validity of symptom intensity,
frequency, and persistence assessments. The question is how to
evaluate validity. Should severity be a predictor of outcome?
Should it help match patients to appropriate treatments or ap-
propriate levels of care? Should it predictmortality? Should it re-
flect underlying pathophysiology? Should it confer genetic risk?
Should it be used to guide the allocation offinite resources at ei-
ther the insurance company or governmental funding agency
level?

There are a wealth of papers in the psychiatric, medical and
epidemiological literatures that refer to depression severity in
the title and examine the correlates of a measure of depressive
symptoms. But how to best measure severity has largely not
been the subject of study. Numerous scales have been devel-
oped that purport to measure the severity of depression. When
the authors of these scales discuss the reason behind develop-
ing their measure, the explanation usually focuses on item
content and rarely discusses the reason for choosing a particu-
lar rating approach. Perhaps it does not make a meaningful
difference how items are scaled. Perhaps the exact content of a
scale does not make a meaningful difference either. Perhaps
simplicity and clinical utility should trump any minor incre-
mental validity that onemeasure shows over another.

However, some research suggests otherwise. The ability to
detect differences betweenmedication and placebomay be re-
lated to the content of the measure used202. Scales differ in se-
verity classification111,112,114, and treatment guidelines suggest
that severity be used to select among treatment alternatives1,2.
Thus, severity has real world implications in both the research
and clinical communities. It is our hope that this paper stimu-
lates more consideration and research into the issue of how to
best conceptualize and measure the severity of psychiatric dis-
orders.
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PERSPECTIVES

Digital phenotyping: a global tool for psychiatry

In 2050, when psychiatrists look back at the first two dec-
ades of the 21st century, what will they recognize as having the
greatest impact? No doubt the revolution in genomics, which
has given us new insights into the risk architecture of mental
illness, and the revolution in neuroscience, which has given us
a new view of mental illnesses as circuit disorders, will be con-
sidered important. But perhaps the revolution in technology
and information science will prove more consequential for
global mental health.

If this sounds like hyperbole, consider two supportive data
points. First, in the past decade smartphones have become
nearly ubiquitous. There are over three billion smartphone
Internet subscriptions, each device with the information pro-
cessing capacity of the supercomputers of the 1990s1. In many
parts of the world that lack credit cards, phones have become
the primary way to conduct commerce. Second, broadband
access to social media and search platforms is becoming glo-
bal. In 2016, 3.3 billion people had Internet access, one third of
whom were in India and China2. Even in areas without easy
access to clean water, ownership of a smartphone and rapid
access to information have become the symbols of modernity.

The smartphone and the Internet can solve specific prob-
lems that we face in psychiatry, but their clinical use also raises
new ethical challenges.

What specific problems can be addressed by the smart-
phone? Our lack of objective measurement has handicapped
both diagnosis and treatment in psychiatry. As just one ex-
ample, our assessment of depression depends largely on self-
reports of sleep, appetite and emotional state, although we
recognize that people with depression are biased in their as-
sessments. The smartphone offers us an objective and eco-
logical source of measurement. This approach, now called
digital phenotyping, is based on sensors (activity and loca-
tion), voice and speech (sentiment and prosody), and, perhaps
most important, human-computer interaction3.

Human-computer interaction measures not what you type
but how you type. Subtle aspects of typing and scrolling, such
as the latency between space and character or the interval be-
tween scroll and click, are surprisingly good surrogates for
cognitive traits and affective states4. If this seems improbable,
remember that many of our neuropsychological tests, such
as the Trails A and B tests or the Digit Symbol Substitution,
are not substantially different from the psychomotor require-
ments of operating a smartphone. In a sense, those gold stand-
ard tests of cognitive control and information processing are
attempting to assess how we function. In a world where we
spend so much of our lives on our smartphones, could it be-
come possible to assess how we function directly and continu-
ously rather than using laboratory measures at a single point
in time?

The promise of digital phenotyping is that this objective
measure happens in the context of a patient’s lived experience,

reflecting how he/she functions in his/her world, not in our
clinic. Signals from a new mother struggling with depression
may look quite different during a 3 am feeding compared to
what she reports to her clinician the next day. This kind of eco-
logical and continuous measurement addresses some of the
central issues that challenge our field. We know that most
people with a mental illness do not seek help, and those who
do seek help usually arrive after considerable delay. For popu-
lations at risk, such as post-partum women or victims of trau-
ma, could digital phenotyping signal the transition from risk to
the need for care? For people in care, too often we fail to pre-
empt relapse. For patients in treatment, could digital pheno-
typing serve as a “smoke alarm” providing early signals of re-
lapse or recovery?

Digital phenotyping is still being developed as a clinical tool.
It seems clear from the early results that, although activity and
geolocation data are non-specific and noisy, for some people
changes in activity can be an early sign ofmania or depression5.
Speech and voice may also yield clinically relevant signals. We
have known for decades that when people are depressed their
pronouns shift to first person singular6. But again, the sensitiv-
ity and specificity of these findings still need to be defined.
Putting sensor data, speech and voice data, and human-com-
puter interaction together might provide a digital phenotype
that could do for psychiatry what HgbA1c or serum cholesterol
has done for other areas of medicine, giving precision to diag-
nosis and accuracy to outcomes.

The opportunity of this new approach to measurement is
matched by an ethical challenge.When doesmeasurement be-
come surveillance? Is tracking geolocation or collecting speech
too intrusive? How can patients trust that digital phenotyping
data will be protected? Even if patients consent to have their
smartphone monitored, is there full transparency and a deep
understanding of what data will be collected and how these
data will be used? Who owns the data? For psychiatry, one of
the most informative phone signals might reside in the “digital
exhaust”, such as search history or social media posts. Those
signalsmight confess suicidal intent or early signs of psychosis.
Does the value of this information outweigh the intrusion of
privacy required to obtain it?

All of these issues are part of an active debate, as merits any
new promising technology. To be clear, digital phenotyping is
still a research project conducted on small numbers of con-
sented volunteers. While researchers hope this approach will
solve global mental health problems, the scientific and ethical
issues need to be resolved before digital phenotyping becomes
a tool for population health.

Some of the most vexing issues may have technical solu-
tions. For instance, human-computer interaction is “content-
free”. This approach collects how you type, not what you type
and, therefore, might be less intrusive than monitoring geolo-
cation or search history. Tools that can analyze smartphone
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signals on the phone rather than sending data to the cloud
have the advantage of keeping raw data local and private.
And other approaches, such as Google takeout, that empower
users to monitor their own data can avoid the sense of surveil-
lance.

Some have claimed that the smartphone is more the source
than the solution for mental disorders7. As phones kidnap our
attention and remove us from real world interaction, this worry
seems increasingly urgent, especially in young people who are
the most intensive smartphone users. On the other hand, the
smartphone may be an unprecedented opportunity to meas-
ure real-world functioning and potentially to offer just-in-time
interventions.

All new technologies face this dual-use dilemma between
risk and benefit. For digital phenotyping, this is the time for

patients, families, providers and researchers to define together
the balance between clinical value and public trust.

Thomas R. Insel
Mindstrong Health, Palo Alto, CA, USA
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Telemental health: why the revolution has not arrived

Mental illness is often underdiagnosed and undertreated.
Several obstacles help explain this public health problem, in-
cluding provider shortage, difficulty accessing care, cost, stig-
ma, and a variety of diagnosis-specific issues. By promising to
broaden access, increase efficiency, decrease costs, and re-
move stigma, telemental health has been touted as a solution1.

However, despite three decades of often encouraging inves-
tigations across several technology platforms (computerized
therapy, Internet-delivered video- or chat-based treatment,
mobile therapy, “serious games”, and virtual reality therapy),
significant challenges continue to limit the wide adoption of
telemental health interventions. They include: the present state
of research; the rise of “coaching”; attrition rates; security con-
cerns; legal confusion; insufficient guidance from professional
organizations; comparisons with gaming; and the still relevant
obstacles of infrastructure cost and technical know-how.

Most telepsychiatry studies are too small and unrepresenta-
tive, and lack the control of in-person treatment. Consequent-
ly, they limit broad recommendations in favor of adoption.
The discrepancy between the slow pace of research (the pro-
cess of funding procurement, protocol design, institutional re-
view board approval, recruitment, testing, data analysis, peer
review, and publication) and the breakneck pace of technol-
ogy also limits the value of existing studies. By the time a well-
designed trial generates data, the platform may be outdated
or less appealing given more sophisticated alternatives now
available. This can mean that research-based recommenda-
tions often lag available offerings. It can also mean that mar-
keting by well-funded health technology companies can be di-
vorced from the evidence base, with serious regulatory conse-
quences2.

Paradoxically, the rise of “coaching” may have also limited
telemental health adoption.Many studies have set out to prove
that adequate psychotherapy can be implementedwith little or

no support from professionally trained providers3. This mir-
rors the move in broader psychotherapy from the interpretive
therapist to one following a standardized cognitive-behavioral
therapy (CBT) model. Less reliance on therapists would be
laudable if it democratized care. However, one consequence
may have been to depend on “coaches” who need no particu-
lar training or licensing, and who provide support while es-
chewing direct “treatment”. As a result, medical professionals
can now be entirely bypassed: many patients already self-diag-
nose via “Dr. Google” and, now, they can self-treat using tele-
psychiatry tools, with or without the help of a “coach”. This can
lead mental health providers to view telepsychiatry as a poten-
tial competitor that aims to supplant them with lesser-trained
individuals (or standalone platforms). Consequently, they may
hesitate to recommend telemental health services.

Treatment adherence represents another challenge, and
studies have suggested higher attrition rates compared to con-
ventional treatment1. While analyzing the patient-therapist re-
lationship is no longer a cornerstone of treatment, having no
relationship (e.g., standalone computerized CBT) or a very
limited one (e.g., online CBT modules with minimal therapist
contact) may preclude a “therapeutic alliance”, thereby per-
haps decreasing motivation to engage in treatment. Ingrained
online habits, where relationship “termination” is as easy as
the click of a button (e.g., “unfriending” or “blocking”), may
also contribute to poor adherence to a telepsychiatry provider
and telepsychiatry interventions.

With frequent news of hacks into supposedly secure net-
works, questions arise about the possibility of safeguarding
digital platforms, presenting another challenge to the practice
of telepsychiatry. Telemental health research has not priori-
tized testing limits, expectations and views around security.
Yet, this is a crucial determinant of adoption for both patients
and providers. Simply stating a platform is encrypted is insuffi-
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cient, and making platform security a design and research pri-
ority may help reassure reluctant users.

Another challenge is the confusing legal landscape within
which telepsychiatry practice occurs. Depending on the coun-
try, this may involve adhering to a complex web of federal and
regional legislation. In the US, for example, treatment must
adhere to federal laws that predate current telemental health
tools (e.g., the Health Insurance Portability and Accountability
Act of 1996). The result may be that crucial questions in tele-
psychiatry practice remain unanswered, such as whether ubi-
quitous tools like FaceTime and Skype meet the requirements
of health care technology legislation. Also, in the US, where li-
censing laws are regional and deem care to occur in the state
where the patient resides, cross-state treatment is severely
limited, a reality that neutralizes a key telemedicine value
proposition – correcting shortages in access to care.

The dearth of guidance from leading professional organiza-
tions has also limited telemental health adoption. The first
major telemental health initiatives by the American Psychiatric
Association and the American Psychological Association, for
example, date back only to 2015 and 2011, respectively. This
has contributed to confusion among practitioners regarding
treatment “best practices”, remote management of emergen-
cies, reimbursement, insurance coverage, malpractice protec-
tion, documentation, product vetting, and security. More guid-
ance is required if providers are to embrace promising novel
treatments thatmay comewith heightened risks.

Further, certain telemental health tools have not escaped
automatic comparisons with video games or other online or
technology-enabled entertainment. This is particularly true
within the field of “serious games”, defined as video games
with educational or therapeutic goals4, and virtual reality ther-

apy. Especially when infrastructure investment can be signifi-
cant, interventions that are perceived as entertaining but not
necessarily therapeutic will struggle to gain footing.

Indeed, infrastructure, while significantly less expensive
now, as evidenced by the decrease in the price of virtual reality
equipment5, is still not universally affordable. This represents
an ongoing challenge to wider adoption; one that mirrors tech-
nical know-how, which – while no longer the obstacle it was,
due to increased technology literacy and ever more “plug and
play” models – still represents a challenge in certain popula-
tions.

The unmet needs in mental heath care are too large to be
addressed without leveraging technological innovations. Men-
tal health care is particularly well suited to benefit from tele-
medicine advances, but several obstacles have made it so that
the telemental health revolution, with its promised solutions,
has not yet arrived. Concerted efforts by funding agencies, re-
searchers, engineers, public health authorities, professional
organizations, and legislative bodies are needed if the hope is
to translate into real-life improvement.
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The brain’s center of gravity: how the default mode network helps us
to understand the self

The self is an elusive concept. We have an intuitive sense as
towhat it refers to, but it defies simple definition. There is some
consensus that the self can be broadly separated into what
W. James referred to as the “I” and the “me” – the self that ex-
periences, and the self that extends outwards in space and in
time, allowing it to be perceived as an object1. This includes the
self as physical object (the body), and as an abstract object with
beliefs and attitudes. Divisions of the self similar to James’s
have been suggested by Damasio (the core and the autobio-
graphical self)2 and Gallagher (the minimal and the narrative
self)3.

The philosopher D. Dennett has defined the self as “the
center of narrative gravity”4. This definition encapsulates the
idea of the self as both the center of experience, and one that is

situated in a broader and ongoing narrative. In using the cen-
ter of gravity as a metaphor for the self, Dennett wanted to
highlight that it – like the self – is an abstraction, having no
physical properties. The center of gravity exists only as a con-
cept, but one that is useful for predicting an object’s character-
istics (at what point will it tip over?). So it is that the self can be
viewed: as a useful abstraction that we can all agree exists in a
broad sense, but which cannot be precisely defined in physical
terms.

Dennett argued that “it is a category mistake to start looking
around for the self in the brain”; and that he couldn’t imagine
us ever saying: “that cell there, right in the middle of the
hippocampus (or wherever) – that’s the self!”4. He is right in
the sense he discusses: we cannot locate the self in a particular
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region of the brain. But modern neuroimaging techniques
have been able to reveal that aspects of the self are associated
with the dynamic coordinated activity of a large-scale brain
network. This network is referred to as the default mode net-
work (DMN).

The DMN is composed primarily of medial prefrontal cortex
(MPFC) and posterior cingulate cortex (PCC), both situated
along the brain’s midline, together with inferior parietal and
medial temporal regions. The networkwas first observed in nu-
clear imaging studies, where it was noted that the regions con-
sistently showed reduced levels of activity when participants
performed various goal-directed tasks5. The regions were de-
scribed as comprising a “default mode” because it was thought
that the pattern of activity was what the brain defaulted to
in the absence of particular task demands6. This hypothesis
has since been confirmed by other observations, including
studies that have examined resting-state functional activity of
theDMN.

The idea that DMN function underlies self-related processes
has been demonstrated by experimental tasks, as well as by
studies of participants who show reduced self-awareness (for
example, as they enter sleep or anesthetic states). Overlapping
regions of the DMN are generally activated by tasks that en-
courage self-reflection, with evidence of differential patterns of
activation to task components.

The anterior DMN – and especially dorsal MPFC – is more
broadly activated by self-directed thoughts: for example, by
the effortful appraisal of one’s attributes, or thinking about the
self in past and future contexts. The posterior DMN, on the
other hand, is more broadly active during passive resting-state
conditions. It integrates spatial and interoceptive representa-
tions of the body, along with low-level surveillance of one’s
surroundings.

We have recently examined howMPFC and PCC act in con-
cert during self-referential processing, showing that PCC ap-
pears to coordinate the generation of relevant self-representa-
tions, while MPFC acts to select and gate the representations
into conscious awareness7.

Imaging “connectomic” approaches, which explore how re-
gions of the brain interact with one another from a dynamic
whole-brain perspective, have shown that the MPFC and PCC
have among the highest degrees of global connectivity, serving
as hubs in the brain’s overall network organization8. The re-
gions act at the intersection of large-scale networks, where
they integrate information from diverse sources – including
from self-relevant sources such as autobiographical memory
and interoceptive processes. Evidence from connectomic stud-
ies suggests that the DMN is unique in its capacity to integrate
information processing across the brain, allowing it to support
the generation of higher-order, self-relatedmental activity.

Brain networks must affect motor output to influence be-
havior. The MPFC has rich connections with the hypothal-

amus and midbrain autonomic control centers, thereby influ-
encing affective, visceral and behavioral responses to events9.
The hypothalamus drives tendencies to fight, flee, feed and
fornicate (the famous “4 Fs”), as well as influencing sleep, en-
ergy levels, and other neuroendocrine processes. By means of
these systems, the DMN influences the state of the body, and
the way it is represented by internal processes, which we hy-
pothesize become dynamically re-integrated with higher-level
DMN self-representations. The DMN therefore coordinates a
sense of self that spans cognitive abstractions about the self
with a more grounded awareness of the state of the body in
the here and now.

The center of gravity was introduced by Dennett as a meta-
phor for how wemight understand the self; as a useful abstrac-
tion that we cannot define in terms related to its physical prop-
erties. Here, we propose extending that metaphor to illustrate
the role of the DMN.

The center of gravity is a dynamic property of complexmov-
ing objects, such as the human body. It is created from the
sum of variables related to the mass, shape, acceleration and
rotation of the object’s interacting parts, and shifts with move-
ment. In the act of bipedal walking, for example, the center of
gravity is propelled forward with the generation of movement,
andmust be constantly adjusted so that our bodies remain up-
right over uneven terrain.

It is in this light that we can recognize the role of the default
mode network: as a dynamic entity that sums the activity of,
and interaction between, other large-scale systems across the
brain. The DMN acts to coordinate network integration to in-
fluence the body’s response to events, thereby supporting flex-
ible, adaptive behavior in complex environments. It is from this
activity –which creates “a center of narrative gravity” – that our
sense of ourselves emerges.
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Why are savant skills and special talents associated with autism?

Portrayals of autism spectrum disorder in film, television
and literature often show special or “savant” skills: a young
child who can crack advanced codes, an adult with astonishing
memory, or a musician who can play any tune by ear after a
single hearing. Are such portrayals realistic or helpful?

Special abilities are more common in autism than in other
groups, with one study1 finding that a third of autistic adults
showed superior skills in one or more areas by parental report
and on psychometric tests. Some well-documented skills are
as astounding as any in fiction, such as the renowned artist S.
Wiltshire’s ability to draw in beautiful detail the cityscape of
Tokyo from memory after a single 20 min helicopter ride over
the city.

Special skills typically fall into a narrow range of areas. A re-
cent study2 suggested that more than 70% of autistic children
and adults had a special isolated skill in memory (52% of the
sample), visuo-spatial abilities (32%), calculation, drawing or
music (about 17% for each area).

Parents are often understandably annoyed by the emphasis
on savant skills in the media: “When neighbours ask me what
my autistic son’s special talent is, I tell them it’s having a melt-
down in the store because the fluorescent lights flicker!”, one
mother told me. On the other hand, identifying and fostering
special interests and abilities can increase self-esteem, oppor-
tunities for interaction and appreciation, and employment op-
tions for those on the autism spectrum.

What can the study of special skills tell us about autism, and
what can their raised incidence in this group teach us about
the nature of extreme talents more generally? My first autism
research experience was assessing memory skills in mnemon-
ists for N. O’Connor and B. Hermelin, the pioneers of cognitive
research in autism, who first demonstrated that no child was
ineducable or untestable. Their student and colleague U. Frith
continued this tradition, showing that more could be learnt
about autism through exploration of assets than of deficits.
Her “weak central coherence” theory was built on demonstra-
tions of superior jigsaw-puzzle-like disembedding skills in au-
tism. This “eye for detail” – the tendency to process local rather
than global information – may be an important starting engine
for talent.

In a study3 of more than 6,000 8-year-old twins, parent-re-
ported talents in music, maths, art or memory were positively
associated with parent-reported autistic-like traits, and specif-
ically with rigid and repetitive interest and activities. Children
reported to have special talents were said to show more autis-
tic traits, and in particular to notice and remember details that
others miss. Twin modelling (comparing monozygotic and di-
zygotic cross-twin cross-trait correlations) suggested largely
overlapping genetic effects on these two variables: much of
the genetic influence on talents was also affecting individual
differences in autistic-like rigid/repetitive and eye for detail
traits.

That – crudely put – genes “for” talent overlap with genes
“for” autism fits with recent evidence suggesting that common
alleles associated with autism have been positively selected for
during human evolution, and correlate with childhood intelli-
gence and educational attainment in the general population4.

Detail-focused processing may lie at the root of autistic mu-
sical and artistic talent. All musical savants tested to date have
shown absolute pitch, but autistic children even without mu-
sical training or proficiency are much better able than neuro-
typical children to hold exact pitch information in mind over
days and weeks. While in typical development children move
from focus on exact notes to tunes (which can be recognized
across different transcriptions), in autism the ability to main-
tain exact representations appears to be preserved. One multi-
ply talented autistic man could not only name musical tones
but also identify the pitch of spoken words or environmental
sounds5.

Many autistic artists have a beautifully detailed style, and
some draw from part to neighbouring part rather than sketch-
ing the outline first. Eye for detail, and a relative preference for
local versus global processing, is characteristic of autism, but
can of course be found in neurotypical people. The different
cognitive facets of autism appear to “fractionate”, with differ-
ent underlying genetic and neural underpinnings. This means
that highly talented people may share a cognitive style with
autism, but may not share the socio-communicative difficul-
ties.

Eye for detail is part of the cognitive phenotype of autism,
but does not explain everything. Autistic social and communi-
cation difficulties appear to result from impaired “theory of
mind”: while neurotypical children spontaneously and uncon-
sciously read others’ behaviour as evidence of invisible mental
states (“she’s looking in the drawer because she wants some-
thing she thinks is in there”), autistic children and adults do
not automatically do so. For them, “reading minds” is hard,
conscious calculation – as exhausting as doing long division
might be for neurotypicals. The absence of intuitive and even
obligatory “mentalizing” in autism may also contribute to tal-
ent. People with autism may be less subject to herd thinking,
andmore able to take original perspectives. Certainly, new evi-
dence suggesting increased perceptual capacity (both visual
and auditory) in autism provides a new avenue to understand
and explore talent, and possible links to sensory hypersensitiv-
ity, distraction and aversion6.

Along with eye for detail and reduced mentalizing, autism
is also characterized by executive dysfunction, most evident
when having to deal with change and novelty. The autistic “in-
sistence on sameness” may reflect difficulty in frontal lobe-
based executive skills such as planning ahead, monitoring,
flexibly shifting set and inhibiting habitual responses. Could
executive dysfunction also contribute to talent in autism? Rep-
etition is certainly not the enemy of creativity, as evident in
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Monet’s haystacks or waterlillies. Beyond this, studies of fron-
to-temporal dementia have – controversially – suggested a re-
lease of talent with the diminishing of frontal functions7. This
idea has been tested most extremely by A. Snyder, who has
claimed to release savant skills (improved drawing, calcula-
tion) in healthy adults by inducing a temporary lesion to the
left anterior temporal lobe using transcranial magnetic stimu-
lation8. While such bold attempts have not been replicated to
date, there is considerable interest in the positive aspects of re-
duced cognitive control for creativity9.

Increasing genetic evidence supports a dimensional view of
autism, with similar genetic influences on diagnosed autism
and on autistic traits in the general population10. Further re-
search on special skills and talents in autism, therefore, has
the promise of finding routes to increase talent beyond those
with autism, as well as providing new insights to help recog-
nize, respect and release the “beautiful otherness of the autis-
tic mind”.
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Throughout the history of psychiatric
classification, two approaches have been
taken to delineating the nature of specific
psychopathologies1. A first one might be
termed authoritative: experts gather un-
der the auspices of official bodies, and
delineate classificatory rubrics through
group discussions and associated polit-
ical processes. This approach character-
izes official nosologies, such as the DSM

and the ICD. It also often characterizes
official efforts to influence the constructs
and conceptualizations that frame the
perspectives of funding bodies. For ex-
ample, the US National Institute of Men-
tal Health’s Research Domain Criteria
(RDoC) effort involved the delineation
of constructs that were shaped and or-
ganized by panels of experts2.

A second approach might be termed

empirical. In this approach, data are
gathered on psychopathological build-
ing blocks. These data are then anal-
yzed to address specific research ques-
tions. For example, does a specific list of
symptoms delineate a single psycho-
pathological entity or, by contrast, do
those symptoms delineate multiple en-
tities? This approach is sometimes char-
acterized as more “bottom up”, compared
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with themore “top down” approach of of-
ficial nosologies. This is because the ap-
proach generally starts with basic obser-
vations and works to assemble them into
classificatory rubrics, rather than work-
ing from a set of assumed rubrics to fill in
the detailed features of those rubrics.

Obviously, these approaches, although
distinguishable, are not entirely separa-
ble.Authoritativeclassificationapproaches
have relied on specific types of empiri-
cism as part of their construction process,
and an empirical approach begins with
the expertise needed to assemble and
assess specific psychopathological build-
ing blocks (e.g., signs and symptoms).
Nevertheless, it is clear that authoritative
approaches tend to weigh putative ex-
pertise, disciplinary background, and tra-
ditionheavily.

To pick a specific example, the con-
struction of DSM-5 was primarily a psy-
chiatric endeavor, by virtue of the disci-
plinary background of most participants
and by the nature of the body that served
to generate and publish the manual (i.e.,
the American Psychiatric Association). As
part of the DSM-5 construction process,
field trials were undertaken to evaluate
the reliability of specific mental disorder
diagnoses. Interestingly, these trials pro-
duced a wide range of reliability esti-
mates, encompassing evidence of weak
reliability for many common diagnostic
entities, such as major depressive dis-
order and generalized anxiety disorder3.
In spite of questionable reliability, these
constructs remain enshrined in DSM-5
and constitute the official “diagnostic cri-
teria and codes” in Section II of themanual.

Because of these types of sociopolitical
dynamics (e.g., asserting the existence of
specific psychopathological categories ex
cathedra despite questionable evidence),
authoritative approaches have come un-
der increased scrutiny. Many types and
sources of scrutiny coalesce around the
scientific disappointments that have ac-
companied research on diagnostic cat-
egories. Simply put, the categories of of-
ficial nosologies have not provided com-
pelling guidance in the search for eti-
ology and pathophysiology. As a result,
the empirical approach to classification

is now attracting great interest as a po-
tential alternative to diagnosis by pre-
sumed authority and fiat.

In the present paper, we summarize
some key types of evidence that have
emerged from the burgeoning literature
on empirical approaches to psychiatric
classification. We focus in particular on:
a) evidence pertaining to the continuous
versus discrete nature of psychopatho-
logical constructs; b) evidence for the hi-
erarchical organizational structure of psy-
chopathological constructs; and c) evi-
dence for specific empirically-based or-
ganizational rubrics.

In our discussion of specific empirical-
ly-based organizational rubrics, we focus
on a consortium that has recently formed
to organize and catalyze empirical re-
search on psychopathology, the Hier-
archical Taxonomy of Psychopathology
(HiTOP) Consortium. As we discuss the
work of this consortium, we consider
major issues that confront an empirical
approach to classification, as it contin-
ues to evolve. These issues correspond
to existing workgroups in the consor-
tium, and hence, we use the foci of those
workgroups to organize our discussion.

Specifically, thoseworkgroups and our
discussion are organized around: a) con-
tinued research on the organization of
broad spectra of psychopathology; b) the
connection between personality and psy-
chopathology; c) the utility of constructs
derived froman empirical approach (e.g.,
the ability of these constructs to organize
research on pathophysiology); d) trans-
lation of empirical research into clinical
practice; e) the development of novel and
comprehensive models and correspond-
ing assessment instruments for constructs
derived froman empirical approach.

THECONTINUOUS VS.
DISCRETENATUREOF
PSYCHOPATHOLOGICAL
PHENOTYPES

Perhaps the most fundamental dif-
ferencebetweencurrent authoritativepsy-
chiatric nosologies and empirical research
on psychopathology classification per-

tains to the continuous vs. discretenature
of constructs. Through tradition and pu-
tative authority, authoritative nosologies
claim that psychopathologies are organ-
ized into discrete diagnostic entities. By
contrast, an empirical approach to classi-
fication treats the discrete vs. continuous
nature of psychopathology as a research
question4.Whentreatedasa researchques-
tion, evidence points toward the general-
ly continuous nature of psychopathologi-
calvariation.

Taxometric evidence

Taxometric methods originated in the
writings of P. Meehl, and evaluate the
possibility that a set of symptoms (or oth-
er indicators of psychopathology) delin-
eate a discrete group. These methods
have been used extensively, such that there
isnowaconsiderable literatureon their ap-
plication. This literaturewas summarized
quantitatively by Haslam et al5. Based on
findings from 177 articles, encompassing
data from over half a million research
participants, psychopathological variation
was found to be continuous as opposed to
discrete, i.e., there was little consistent evi-
dence for taxa.

Subsequent taxometric reports in di-
verse areas also tend to reveal greater
evidence for continuity as opposed to
discreteness. For example, recent taxo-
metric investigations have provided evi-
dence for the continuity of subclinical
paranoia and paranoid delusions6, ado-
lescent substance use7, and depression
in youth8. Occasional evidence for po-
tential discreteness is also reported9,10,
emphasizing the importance of ongoing
quantitative summaries of this literature.

Psychometric studies of putative taxa
are important to establish their validity,
such as evaluating stability over time.
That is, longitudinal stability of putative
taxon membership is also a key means
of evaluating a taxonic conjecture, inas-
much as psychopathology taxon mem-
bership is conceptualizedas a stableprop-
erty over modest time intervals (e.g.,
weeks or months). For example, Waller
and Ross11 reported evidence that patho-
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logical dissociation might be taxonic.
Watson12 investigated this putative taxon
and found that taxon membership was
not stable across a two-month interval,
whereas continuous indicators of disso-
ciationwere strongly stable.

In sum, extensive evidence suggests
that the likelihood of identifying discrete
psychopathology groups empirically via
taxometrics is not high. By contrast, the
taxometrics literature generally points to
the continuity of psychopathological var-
iation, emphasizing the greater relative
utility and empirical accuracy of continu-
ous as opposed to discrete conceptual-
izations of psychopathology.

Model-based evidence

Taxometric procedures originally e-
volved to some extent outside of the
mainstream statistical literature. Within
the more mainstream literature, ap-
proaches have emerged that rely on the
ability to fit models to raw data on symp-
tom patterns, and to use all of the exten-
sive information in those data to adjudi-
cate between continuous, discrete and
hybrid accounts of psychopathology con-
structs. These approaches are often termed
model-based, because they rely on formal

statistical models that describe the distri-
butional form of the constructs that un-
derlie symptoms.

Generally, direct comparison of con-
tinuous and discrete models via these
approaches have indicated that psycho-
pathological constructs tend to be more
continuous than discrete13-19. Neverthe-
less, there are also occasional sugges-
tions of potentially meaningful discon-
tinuities, particularly as conceptualized
inmodels that have both continuous and
discrete features20-22.

For example, Figure 1 depicts a bi-
variate distribution similar to the results
found in Forbes et al20. Panel A shows a
sample where the two continuous fac-
tors are moderately correlated for all par-
ticipants (i.e., all participants are drawn
froma single underlying population, akin
to the results Forbes et al found for the
relationships among depression, anxiety
and sexual dysfunctions for women). In
contrast, Panel B shows a discontinuity in
the data where two groups emerge: the
majority of the sample has a strong posi-
tive correlation between the factors, but a
subgroup of the sample has a weak neg-
ative correlation (i.e., participants are
drawn from twodistinct underlying pop-
ulations, akin to the results Forbes et al
found for men). Generally speaking, the

development and comparison ofmodels
of latent structure remains a profitable
and active area of inquiry, because this
approach provides an empirical means
of directly comparing and potentially in-
tegrating categorical and continuous con-
ceptions of psychopathology23,24.

However, similar to the situation with
potential taxa, the discontinuities need
to map truly discrete features of psycho-
pathology (i.e., be reliable and replica-
ble) to be meaningful. Consider, for ex-
ample, how these requirements played
out in a project reported by Eaton et al25.
In this project, model based clustering
was used to discern potential discrete per-
sonality disorder groups. This approach
works well in a variety of scientific areas,
when there are actual discontinuities to
be detected (e.g., character recognition,
tissue segmentation; see http://www.stat.
washington.edu/mclust/). Eaton et al there-
fore applied this approach to a large data
set (N=8,690) containing samples from
four distinguishable populations (clinical,
college, community and military partici-
pants). Potential discontinuities observed
in each sample were not replicated across
samples. By contrast, a dimensionalmodel
of the data was readily replicated across
the samples. The authors interpreted these
findings as suggesting that personality dis-

Figure 1 Illustration of hypothetical data compatible with fully continuous and partially discrete models of psychopathological variation. In
Panel A, the data points are generally well captured by positing a single group, in which Factor 1 and Factor 2 are positively correlated. In
Panel B, the data are better captured by positing two groups, one in which Factor 1 and Factor 2 are positively correlated (the circles), and a sec-
ond smaller group in which Factor 1 and Factor 2 are weakly negatively correlated (the triangles).
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order features did not delineate replicable
discontinuities, but instead, represented
replicable continuities.

In sum, efforts to identify potential dis-
continuities on the basis of data are im-
portant endeavors, because they continue
to exposedimensional conjectures to risky
and direct tests. Nevertheless, similar to
what has been learned from decades of
taxometric research, the bulk of the exist-
ing model-based evidence points to the
dimensional nature of psychopathology.

Implications of dimensionality

Evidence to date, stemming frommul-
tiple empirical approaches, generally
points to the continuity of psychopatho-
logical phenotypes. As a result, contem-
porary empirical approaches often con-
ceptualize psychopathological constructs
as dimensional, which has a number of
implications. For example, it highlights
the extent to which the categories of offi-
cial nosologies are out of sync with data
on the dimensional nature of psycho-
pathology. This disparity is well recog-
nized, and also, very challenging to navi-
gate in a sociopolitical sense, because so
many professional endeavors are firmly
intertwined with the category labels en-
shrined in official nosologies26. In this
paper, we do not detail specific events
that have recently played out surround-
ing this challenge (e.g., pertaining to
DSM-5 and ICD-11), but we do note that
the challenge needs to be faced head-on
if official nosologies aim to be founded
on solid empirical footing27.

We also note here another key impli-
cation of the dimensional nature of psy-
chopathology, pertaining to relations be-
tween manifest psychopathology and its
correlates. Specifically, the continuous
nature of psychopathological variation
provides a framework for understanding
the form and nature of relations between
cumulative risk factors, manifest psycho-
pathology, and important outcomes28.
Consider distal and putatively etiologic
correlates, such as specific genetic and
environmental risk factors. Continuous
phenotypic variation suggests (but does
not prove) that the relevant etiologic

elements are likely multiple and numer-
ous. Multiple relatively independent causes
give rise to continuous phenotypic vari-
ation, as is observed with many human
phenotypes, e.g. height29,30. Similar to
physical phenotypes, psychopathological
phenotypes are likely the result of specif-
ic mixtures of numerous etiologic influ-
ences, with both proportions of influence
and the resulting phenotypes varying
continuously across persons31.

In sum, the concept of continuous var-
iation among persons in etiologic mixture
dovetails well with the observation of con-
tinuousphenotypic variation, andprovides
generative strategies for etiologic research.
For example, persons with similar pheno-
typic values may have arrived at those
values in distinct ways. Hence, profitable
research strategies might focus less on
“cases” and “controls”, and more on de-
veloping multivariate models of the joint
distribution of etiologic (e.g., genomic
polymorphisms) and continuous pheno-
typicobservationsinlargersamples32.

Turning fromcauses to consequences,
thinking about continuous variation and
the public health consequences of psy-
chopathologymay also provide novel in-
sights. Althoughpsychopathology appears
to be a continuous predictor, the nature of
its relationship with public health conse-
quences could take numerous forms, at
least in theory. Thinking about this situ-
ation may provide insights that go well
beyond an artificial “cases vs. controls” re-
search strategy. For example, continuous
psychopathology may very well show a
monotonically-increasing and generally
linear relationship with impairment33,34.
Or, the relationship could have non-lin-
ear features, e.g., accelerating in a certain
region of continuous psychopathological
variation22,35.

Again, the key point here is that these
possibilities are empirically tractablewhen
psychopathology ismodeled dimension-
ally, yet obscured through the artificial
dichotomization that characterizes tradi-
tional psychiatric nosologies. Somewhat
ironically, continuous measurement of
psychopathology is essential to evaluat-
ing the possibility that there are mean-
ingful thresholds, beyond which social

and occupational dysfunction becomes
increasinglymore likely.

HIERARCHICAL
ORGANIZATIONAL STRUCTURE
OF PSYCHOPATHOLOGICAL
DIMENSIONS

One perennial issue in developing an
empirically-derived and dimensional ap-
proach to psychopathology pertains to
general organizing principles. In tradi-
tional authoritative and categorical ap-
proaches to classification, this issue is
tacitly addressed by the organizational
structure of the classificatory effort. For
example, the specific workgroup struc-
ture of the DSM-5 construction effort im-
plies an organization of psychopathology
into rubrics that reflect the workgroup
names, and that structure trickles down
into the chapter structure of the printed
classification.

Might organizational issues also be ad-
dressed empirically? Evidence described
in the foregoing section stems from ask-
ing if a specific set of signs and symptoms
delineates a specific dimension as op-
posed to a specific category. This evidence
suggests that psychopathology is general-
ly dimensional in nature, but how many
dimensions are there, and how are these
dimensions organized?

Work in this area has generally pro-
gressed from asking “what is the cor-
rect number of dimensions” to realizing
that this question is somewhat specious,
because individual difference dimensions
(e.g., individual differences in the pro-
pensity to experience specific psycho-
pathological signs and symptoms) are or-
ganized hierarchically. This understand-
ing has been important in resolving a var-
iety of classificatory conundrums, typi-
cally focused in areas where two or more
psychopathological constructs contain
variation that is both shared and unique.

Perhaps themost classic example per-
tains to anxiety and depression36. The
tendency to experience pathological anx-
iety is clearly correlated with the ten-
dency to experience pathological de-
pression, yet these tendencies are also
distinguishable. Categorical nosologies
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have difficultymanaging these situations,
because they tend to lead to proposals
of “mixed categories” (e.g., a category
of mixed anxiety and depression that
is putatively distinguishable from a cat-
egory of anxiety only and a category of
depression only). If anxiety and depres-
sion are more dimensional than categor-
ical, aswell as correlated but not perfectly
correlated, then most patients will not fit
neatly into any of these three categories.
This tends to lead to difficulties making
categorical diagnostic determinations in
practice. For example, a mixed anxiety-
depression category was proposed for
DSM-5, but did not emerge from the
field trials as a reliable diagnosis37.

The key to resolving these sorts of di-
lemmas is to realize that the evidence is
most readily compatible with conceptu-
alizing anxiety and depressive phenom-
ena (as well as other dimensional phe-
nomena) as encompassed by hierarchi-
cally organized dimensions. To illustrate
this point concretely, consider a model
developed byWaszczuk et al38, portrayed
in Figure 2. This model, which is based
on extensive data, shows how specific
anxiety and depressive phenomena are
associated with continuous degrees of
similarity and distinctiveness, across four
hierarchically arranged levels of generali-
ty vs. specificity. These hierarchical levels
reflect the overall degree of empirical co-
occurrence vs. distinctiveness of the phe-
nomenaencompassedby themodel.Con-
cepts higher in thefigure aremore general
and broad, whereas concepts lower in the
figure aremore specific andnarrow.

At the most general level, diverse anx-
ious and depressive phenomena are un-
derstood to be aspects of a general do-
main of internalizing psychopathology.
However, as is apparent in both data and
clinical work in this area, although anx-
ious and depressive phenomena are in-
deed correlated, they are not perfectly
correlated and, therefore, are distinguish-
able from one another. Hence, one level
down,distinctionsemergeamongdistress,
fear, and obsessive-compulsive (OCD)/
manic phenomena. Note that this is a
more refined and empirically based un-
derstanding when compared with DSM
chapter headings, because, rather than

being delineated by individual commit-
tees, this model uses data to encompass
the breadth of phenomena that fall into
the internalizing domain.

Accordingly, at a third level of specif-
icity, key distinctions emerge among as-
pects of the three distress, fear and OCD/
mania domains. OCD andmania are dis-
tinguishable at this level, as are specific
aspects of these broader domains, such
as the cognitive and vegetative aspects
of depression. Indeed, considered across
levels, these patterns have fundamental
conceptual and clinical implications. For
example, thesepatternshighlight the con-
nection between OCD and manic phe-
nomena, as well as their distinctiveness
fromdistress and fear. Thismay be trace-
able to the connection thatOCDandman-
ic phenomena share with the broad spec-
trum of psychosis, and how this psychotic
aspect both drives OCD and mania to-
gether, and separates them from other
parts of the internalizing spectrum39. Fi-
nally, at the lowest level of the hierarchy
lie specific symptom clusters, such as
checking, lassitude, and so on.

In sum, the Figure 2 model solves the
problem of “comorbidity between anx-
iety and depression” by using data to
model the empirical organizationof emo-
tional disorder phenomena. Rather than
forcing these phenomena into commit-
tee-derived categories, they are mod-
eled as they are in nature. As a result,
“complex presentations” (e.g., persons
who present with amix of emotional dis-
order symptoms) are handled because
these presentations can be readily repre-
sented by a specific profile of problems.
This understanding then drives case con-
ceptualization in the clinic40, and strat-
egies for identifying key correlates (e.g.,
neural response) in the laboratory41.

Evidence for dimensional hierarchies
can be found throughout psychopathol-
ogy, and is not limited to anxiety and
mood phenomena. Indeed, this evidence
is sufficiently comprehensive that it has
formed the basis for a consortium of re-
searchers interested in empirical ap-
proaches to psychopathology, the HiTOP
Consortium42. We turn now to describe
themain features of themodel that frames
HiTOP, as well as the issues and topics

that are currently being pursued within
HiTOP.

EVIDENCE FOR SPECIFIC
EMPIRICALLY-BASED
ORGANIZATIONAL RUBRICS

Given evidence that psychopathologi-
cal phenotypes are dimensional in na-
ture, and that these dimensions are or-
ganized hierarchically, what types of clas-
sificatory rubrics emerge in an empirical
hierarchy of psychopathological dimen-
sions? TheHiTOP Consortium focuses on
these and related issues.

The consortium currently consists of
70 investigators with backgrounds in di-
versedisciplines (e.g., psychology, psychi-
atry and philosophy), and this group has
proposed a working dimensional and
hierarchical model, derived from the
literature on empirical psychopathology
classification. This model is portrayed in
Figure 3.

The model is not intended to be the
final word on empirical psychopathology
classification. Indeed, the purpose of
articulating this model was to provide a
first draft that might frame continued
inquiry, and thereby move discourse
away from tendentious debates about
various reified classification schemes.
Nevertheless, the model does summar-
ize a substantial literature, reviewed by
Kotov et al43 as background for the hier-
archical structure portrayed in Figure 3.
Here, we will briefly outline the main
features of the model, and then turn to
discuss various workgroups within the
consortium, which formed to address
major issues in the field of empirical
psychopathology classification.

As portrayed in Figure 3, the working
HiTOP model is hierarchical in nature.
Constructs higher in the figure summar-
ize the tendencies for constructs lower
in the figure to co-occur in specific pat-
terns. For example, consistent with Fig-
ure 2, the broad internalizing spectrum
in Figure 3 encompasses more specific
“sub-spectra” such as the fear, distress
and mania spectra. However, the model
in Figure 3 was intended to synthesize
the entire available literature on empiri-
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cal classification and, as a result, its scope
and breath is considerably larger than
the Figure 2 model, which was designed
specifically to delineate the internalizing
spectrum.

Consider spectra adjacent to intern-
alizing in the Figure 3 model. In ad-
dition to the internalizing spectrum, five
other major empirical divisions of psy-
chopathology are portrayed on the same
level. Currently, the model posits major
spectra labeled somatoform, thought dis-
order, detachment, disinhibited external-
izing, and antagonistic externalizing. These
concepts are reminiscent of, but not ne-
cessarily coterminous with, similar con-
structs in existing authoritative nosologies
such as the DSM and ICD. For example,
the current HiTOP model posits the ex-
istence of a somatoform spectrum that is
separable from other major psychopa-
thology spectra, and roughly similar in con-
tent to somatoformdiagnoses inDSM-5.

While the evidence for the somato-
form spectrum is limited (as indicated
by the dashed lines in Figure 3), this
spectrum illustrates a general principle
of empirical classification research. Phe-
nomena that are not explicitly consid-
ered within a specific scope can be con-
sidered by expanding that scope accord-
ingly. For example, somatoform constructs
are not as heavily researched as other
phenomena on the level of major spectra
(e.g., internalizing and externalizing), and
this provides an important opportunity
for targeted and focused research44. Spe-
cifically, how closely do somatoform con-
cepts align with other spectrum concepts,
and what are the shared and distinguish-
ing features of these concepts?

Rather than being handled in relatively
insular literatures aligned with traditional
classificatory rubrics, the HiTOP frame-
work provides novel opportunities for
more targeted and synthetic research on
key empirical questions in classification.
For example, how do somatoform phe-
nomena covary with other phenomena
in the HiTOP model? Are they better
understood as an aspect of the broader
internalizing spectrum, or are they suffi-
ciently distinguished to form their own
separate spectrum? If they have both
shared and distinctive features, are in-

tervention efforts more effective if fo-
cused on the shared features, or on the
distinctive features? Such questions are
posed and framed by thinking about so-
matoform phenomena in the context of
psychopathology broadly, in ways that
go well beyond a more piecemeal ap-
proach to parsing and conceptualizing
psychopathology.

Similar to the situation with the so-
matoform spectrum, other constructs on
the spectra level have varying volumes
of associated literature, as well as being
associated with specific arrangements por-
trayed in Figure 3. Recognizing these hy-
pothesized arrangements provides gen-
erative avenues for novel research. Con-
sider examples pertinent to each of the
spectra in Figure 3. The thought disorder
spectrum reflects the close empirical con-
nections among psychotic phenomena
that have historically been divided be-
tween more dispositional vs. more acute
manifestations45,46. This empirical dis-
tinction thereby becomes a topic for con-
tinuing empirical inquiry, and not an
issue presumably settled by the unfortu-
nate tradition of studying personality and
clinical disorders in separate literatures47.

For example, the ICD-11 proposal for
personality disorders does not encompass
a psychoticism domain, not because psy-
chotic phenomena are outside of a com-
prehensive multivariate model of mal-
adaptive personality, but rather because
traditionplaces them in adifferent chapter
within the ICD (and in contrast with the
DSM, which assigns schizotypal disorder
primarily to the personality disorders
chapter, with a secondary assignment as
part of the schizophrenia spectrum in
the schizophrenia and other psychotic
disorders chapter48). Likewise, antisocial
personality disorder is assigned both to
the personality disorder and the disrup-
tive, impulse control and conduct dis-
orders chapter. In the HiTOP approach,
these sorts of fundamental issues be-
come topics for empirical inquiry.

Similar issues are addressed by the
two externalizing spectra portrayed in
Figure 3. The current HiTOP model re-
flects the distinction between the two
major aspects of externalization: antag-
onism (hurting others intentionally) and

disinhibition (acting on impulse or in re-
sponse to a current stimulus, with little
considerationof consequences49). As such,
it also reflects the ways in which these
separable aspects are both present in tra-
ditional DSM diagnostic criteria sets. For
example, DSM-IV defined antisocial per-
sonality disorder, and similar DSM di-
agnostic concepts, represent a mix of
antagonistic and disinhibited features50.
The HiTOP model posits that separating
these empirically-based features may re-
sult in greater clarity regarding the classi-
fication of specific phenomena. For ex-
ample, the model posits a closer connec-
tion between substance related disor-
ders and disinhibition than between sub-
stance related disorders and antagonism.
Inaddition, themodel ties together closely
aligned externalizing phenomena that are
spread throughout DSM chapters and var-
ious literatures (e.g., child and adultmani-
festations of basic antagonistic tendencies,
as well as phenomena such as intermit-
tent explosive disorder).

Finally, consider thedetachment (avoid-
ance of socioemotional engagement) spec-
trum portrayed in Figure 3. Similar to so-
matoform phenomena, detachment phe-
nomena have not been as heavily studied
as other major spectra. In addition, simi-
lar to externalizing phenomena, detach-
ment has been somewhat diffused through-
out traditional nosologies, being captured
within the features of a number of tra-
ditional personality disorders. The HiTOP
model recognizes the evidence that de-
tachment appears to be amajor spectrum
of adult psychopathology. As such, the
model underlines the importance of un-
derstanding the public health significance
of pathological socioemotional avoidance,
as opposed to spreading this feature a-
cross constructs that have attracted rela-
tively less clinical and research attention,
comparedwithmore floridmanifestations
of psychopathology.

Below the level of spectra in Figure 3
are levels encompassing subfactors and
disorders. These concepts reflect amix of
more traditional and more empirically
based rubrics. Thepresenceof traditional
diagnostic labels onFigure 3 is not to reify
these concepts (many of which are highly
heterogeneous, and therefore in need of
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empirical refinement), but rather, to pro-
vide a cross walk to traditional and famil-
iarDSM-style labels. As themodel implies,
the heterogeneity of these phenomena
provides important opportunities for
clarifying investigations.

Consider, for example, borderline per-
sonality disorder (BPD), which is listed
below both the distress and antagonistic
externalizing rubrics in the working Hi-
TOPmodel. BPD encompasses a number
of distinguishable elements and, as a re-
sult, tends to be associated with diverse
psychopathology spectra51,52. Indeed, the
majority of the variance in BPD is shared
with other forms of psychopathology
(rather than being unique to it), empha-
sizing the importance of reducing BPD
and similar constructs to their constitu-
ent elements, and working to reconstitute
those elements in an empirical manner.

This type of refinement endeavor has
been clarifying in specific literatures where
it has been undertaken. For example,
empirical efforts underlie large segments
of the DSM-5 alternative personality dis-
order model, and frame the essential struc-
tureof the ICD-11personalitydisorder ap-
proach, inways that go fundamentally be-
yond traditional personality disorder ru-
brics. Thinking broadly, theHITOPmodel
underlines the general utility of this type
of empirical refinementendeavor, pursued
with regard to psychopathologywrit large.

THEHIERARCHICAL TAXONOMY
OF PSYCHOPATHOLOGY
CONSORTIUM (HiTOP) AS A
FRAMEWORK FORCONTINUED
PROGRESS

HiTOP is intended to serve as a con-
sortium to organize and stimulate pro-
gress on an empirical approach to classi-
fying psychopathology. To facilitate this
progress, the consortium is organized
into a series of workgroups. The work-
group rubrics do not exhaust all the
important issues thatmight be addressed
in empirical psychopathology classifica-
tion. Nevertheless, they do reflect themes
that have emerged to organize current
HiTOP efforts. Importantly, membership

in HiTOP is not closed, and there are
many opportunities to get involved in
various aspects of the endeavor42.

Higher-order dimensions workgroup

A significant challenge posed by the
model in Figure 3 is its breadth. As im-
plied by the distinction between Figure 2
and Figure 3 (i.e., the distinction between
detail and breadth), many empirical
classification efforts have been under-
standably focused on specific spectra of
psychopathology. Above the level of
internalizing in Figure 3 is the “super
spectra” level, which is currently open,
largely because relations among various
psychopathology spectra remains an ac-
tive area of empirical inquiry. For ex-
ample, there has been recent interest in
a general psychopathology dimension,
akin to the general dimension found in
the cognitive abilities literature53,54.

Although there is little doubt that var-
iation in psychopathology spectra is gen-
erally correlated (i.e., multi-morbidity is
encountered frequently), important issues
remain to be addressed in contemplating
the organizational structure of psycho-
pathology above the spectrum level. For
example, for a hierarchical construct to be
“truly general”, its influence on constructs
below it in a hierarchy should be relatively
uniform. Contrary to this conceptualiza-
tion, the magnitude of influence of the
general psychopathology factor on specif-
ic constructs below it has not been neces-
sarily uniform. For example, Caspi et al53

modeled a general factor of psychopa-
thology and found it to be associated pri-
marily with psychotic phenomena. Lahey
et al54 also modeled a general factor of
psychopathology, but found it to be asso-
ciated primarily with phenomena that fall
generally into the distress subdomain of
internalizing (albeit they did not specific-
ally study psychotic phenomena).

Thesedistinctionsbetweenvarious rep-
resentations of the general factor of psy-
chopathology may relate to important
technical issues surrounding the mean-
ing and interpretation of a general factor.
For example, technical issues have arisen

in the literature on individual differences
in cognitive test performance. In that lit-
erature, it is now understood that ways of
modeling general factors (e.g., using a
bifactor versus a hierarchical structural
model), and ways of comparing models
(e.g., based on fit indices), differ in subtle
but important ways frommany traditional
approaches to structural modeling55-57.
These issues have yet to be addressed
thoroughly in the psychopathology litera-
ture, and are therefore a focus of current
activity in the higher order workgroup.

Furthermore, we note that the breadth
of psychopathology in various studies
of potential general factors is less than
the breadth of psychopathology encom-
passed in Figure 3. How to efficiently as-
sess (and thereby have the opportunity to
model) the entire breadth of psychopa-
thology covered by Figure 3 presents an
important – and daunting – challenge. In
addition, the current model does not en-
compass the neurodevelopmental spec-
trum (e.g., intellectual disability, autism
spectrum disorders, learning disorders),
the neurocognitive disorders, and thepara-
philic disorders.

Measures development workgroup

Many existing measures assess differ-
ent aspects of the HiTOP scheme (see
https://psychology.unt.edu/hitop). Nev-
ertheless, as of this writing, a compre-
hensive measure designed to assess the
entirebreadthofpsychopathology covered
in Figure 3 does not exist. The measures
development workgroup in HiTOP was
created to address this issue directly. The
related but distinct goals of the measure-
ment workgroup are to: a) simultaneous-
ly develop measures for all proposed
symptom dimensions and personality
traits encompassed by HiTOP in the ser-
vice of empirically refining the model
through psychometrically rigorous struc-
tural work, and b) based on this work,
developing clinical useful tools designed
to permit researchers and mental health
practitioners to reliably, validly and effi-
ciently assess all componentsof theHiTOP
model.
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In the service of building clinically
useful tools, which is an important trans-
lational goal of HiTOP more generally,
a number of fundamental measurement
issues arise. We list just a few here to give
a feel for some of the challenges ahead.
For example, if the conceptualization of
psychopathology is dimensional, should
skip-outs (or other adaptive techniques)
be employed to enhance the efficiency of
assessment (akin to skip-outs designed
on a rational basis to enhance the effi-
ciency of traditional category assessment
via structured interview)? Traditionally,
dimensional approaches to psychopa-
thology have been more closely associ-
ated with questionnaire as opposed to
interview assessment strategies (because
of the close intellectual andhistorical con-
nections between psychometrics and
questionnaire development). How can
interview approaches – often favored in
clinical research contexts – be developed
that reflect more dimensional conceptu-
alizations (e.g., the Structured Interview
for the Five Factor Model58 and the Inter-
view forMood and Anxiety Symptoms38)?
In addition, assessment of traditional cat-
egories via interview is typically modular-
ized; only specific modules are used in
many assessments, consistent with the
constructs targeted. Can or should di-
mensional assessment be similarly modu-
larized? Is this even possible or desir-
able, given the evidence portrayed in
Figure 3, that all varieties of psychopa-
thology are positively correlated? Final-
ly, how can transient symptom mani-
festations and chronic maladaptive trait
characteristics be seamlessly integrated
within a single instrument?

Normal personality workgroup

The resemblance between the model
portrayed in Figure 3 andwell-established
models of human personality variation,
particularly the prominent Five Factor
Model59, is clear. This resemblance is
not accidental, but rather reflects the ways
in which personality forms the empirical
psychological infrastructure for the devel-
opment of specific varieties of psycho-
pathological symptoms59. Nevertheless,

a number of interesting and important
issues arise in recognizing the inter-
twined nature of variation in personal-
ity and psychopathology.

For example, as noted earlier, themod-
el in Figure 3 reflects empirical connec-
tions based on extant literature that was
framed by constructs that vary in their
associated presumed periodicity. By tra-
dition, DSM frames some disorders as
more episodic (e.g., mood disorders), and
other disorders are more dispositional
(e.g., personality disorders). Stepping back
from this act of historical fiat, what in
actuality are the distinctions between
more dispositional personality constructs,
and more acute symptom constructs?
Both seem important in comprehensive
case conceptualization but, practically
and empirically, what strategies might
help to parse similarities and differences,
yet also unify them in amore comprehen-
sive model? These are the sorts of issues
that fall into the bailiwick of the HiTOP
normal personalityworkgroup.

Utility workgroup

Implicit in articulating the type of
model portrayed in Figure 3 is the idea
that this model has utility, i.e., that it
can do some useful work in the world
that will help to propel research and
clinical practice. The role of the utility
workgroup is to realize this potential ex-
plicitly. A number of examples might be
mentioned, but those that seem par-
ticularly salient involve connections of
empirical psychopathological pheno-
types with neural mechanisms and ge-
nomic variants, given contemporary fund-
ing priorities. The biomedical research
enterprise (e.g., the basic paradigm
framing funding bodies such as the US
National Institutes of Health) prioritizes
the role of fundamental biological pro-
cesses in addressing issues in public
health. This prioritization reflects the suc-
cess of this paradigm in addressing many
health problems during the 20th century.
Accordingly, there is substantial interest
and financial investment in understand-
ing the neural bases of manifest psycho-
pathology.

HiTOP constructs have a key role to
play in furthering this endeavor. For ex-
ample, the RDoC initiative has some-
times been criticized for providing lim-
ited guidance in conceptualizing clini-
cal psychopathology per se. This may
in some ways reflect a disjunction be-
tween what RDoC has aimed to achieve,
and what investigators are seeking. To
our reading, RDoC aimed to focus atten-
tion and effort on more fundamental
neurobiological constructs as promising
topics for research. The intent was not
necessarily to re-conceptualize pheno-
typic psychopathology60. In this way, Hi-
TOP represents a necessary and desirable
counterpart to RDoC. The interface be-
tween the neurobiological constructs of
RDoC and the more phenotypic con-
structs of HiTOP represents a key means
of connecting structure and process in
understandingpsychopathology.

Clinical translation workgroup

Although traditional nosologies are
framed by their category labels, dimen-
sional approaches to psychopathology
are also clearly part and parcel of clini-
cal practice. Psychosocial and pharmaco-
logical intervention strategies often are
effective because they track clinically sa-
lient clusters of symptom dimensions61.
Indeed, dimensional conceptualization and
corresponding intervention strategies are
arguably (if not always explicitly) the es-
sence of clinical practice62. Triage is often
a matter of matching the intensity of the
presentation with the intensity of inter-
vention. In routine clinical practice, the
key decision is not typically “to treat or
not to treat”. Rather, the key decision is
“what level of intervention best suits this
level of need?”.

To pick a specific example, persons
presenting with substance use problems
are not clinically homogenous in their
level of problems and correspondingneed
for a specific treatment approach (indeed,
theDSM-5’smore dimensional conceptu-
alizationof substanceusedisorder reflects
this reality). Instead, milder presentations
can often be treated effectively through
outpatient detoxification (assuming medi-
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cal stabilization);moreseverepresentations
often benefit from more structured ap-
proaches (e.g., partial hospitalization); and
very severe presentations often require at
least an initial inpatient stay (e.g., for pur-
poses ofmedical stabilization). As this ex-
ample makes clear, conceptualizing sub-
stance use presentations as “present vs.
absent” would be fundamentally at odds
with routine and responsible clinical
practice63. The clinical translation work-
group serves to make these sorts of di-
mensional considerations more explicit,
and to help disseminate specific dimen-
sionally-orientedapproaches to front-line
clinicians.

SUMMARY ANDCONCLUSIONS

There has been considerable recent
interest in empirical approaches to psy-
chopathology classification. This inter-
est has arisen for various reasons, but
arguably, the overarching consideration
and motive is to place classification on
an empirical playing field, as opposed to
relying more on the political consider-
ations that influence traditional noso-
logical endeavors, such as the DSM revi-
sion process.

This empirical classificationmovement
iswell intended, but numerous challenges
remain. For example, will progress result
more fromadistributedapproach, or from
a more centrally organized approach? In
many sciences, a distributed approach
facilitates progress. Laboratories com-
pete for resources, and seek to replicate
other laboratories’ work. Classification
of psychopathology, however, presents
different kinds of scientific and practical
challenges. For example, there is a need
for coherence in conceptualizing the en-
tire breadth of the subject matter. This
need is arguably more acute than in
many more focal scientific endeavors.
That is, a piecemeal classification would
have limited utility in portraying the en-
tire picture, and portraying the entire
picture is a key goal in addressing the
limitations of extant schemes (e.g., the
generally piecemeal nature of category-
driven research efforts).

The HiTOP Consortium formed as a
way of addressing this need for breadth
and coherence, closely tethered to data.
However,HiTOP, like endeavors before it,
is a consortium of human clinicians, sci-
entists and scholars, each with their own
unique perspectives, in addition to their
shared goals. Although focused square-
ly on the role of data in adjudicatingnoso-
logical controversies via its principles42,
how will HiTOP navigate new evidence,
which, after all, is not self-interpreting?
We are optimistic that these challenges
can (and indeed must) be surmounted,
becausemoving toward amore empirical
approach is critical to the ultimate intel-
lectual health and credibility of thefield.

The next phase in the development of
HiTOP and the broader field of empiri-
cal psychopathology classification may
prove to be a watershed in arriving at a
data-based approach to age old ques-
tions in classification, and therefore, a
system that bridges and unifies both re-
search and clinical practice in mental
health.
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COMMENTARIES

Quantitative classification as (re-)descriptive psychopathology

Consider these contrasts identified in
Krueger et al’s paper1: authoritative vs.
empirical, ex cathedra (dogmatic) vs. evi-
dence-based, and tradition vs. empiri-
cism. It is powerful verbiage, suggesting
that the members of the Hierarchical
Taxonomy of Psychopathology (HiTOP)
consortium are arguing for their gener-
ation’s Copernican turn in distinction to
the system that preceded it.

Freud famouslydescribedhis achieve-
ment as an intellectual revolution2, the
neo-kraepelinians used revolutionary id-
ioms against the psychoanalysts that pre-
ceded them3, and now they are being
used against the neo-kraepelinians.

Doubtlessly, readers will have a range
of reactions to these contrasts. If the reac-
tion “this is a coup by clinical researchers
to replace the DSM and ICDwith the fac-
tor analytic, dimensional models used in
psychological testing” formed one end
of a bipolar continuum, the other end
would be “this is a heroic scientific revo-
lution”. I doubt many readers would as-
sent to either pole wholeheartedly, but
they may lean more toward one side or
the other. I will argue that “coup” is too
antagonistic an attribution and the pro-
posed transition would be more appeal-
ing to psychiatrists if diplomatic alterna-
tives to the “revolution” metaphor were
used.

With respect to the coup, importing
research traditions from scientific psy-
chology into psychiatry not only has his-
torical precedent; it has been historical-
ly important. To illustrate, consider E.
Kraepelin, a groundbreaking architect of
psychiatric classification, and R. Spitzer,
who was the driving force behind the
DSM-III and DSM-III-R.

Kraepelin’s career plan was inspired
by his contact with the founder of scien-
tific psychology, W. Wundt. From his
earliest days in the field, Kraepelin want-
ed to orient psychiatry away from specu-
lative anatomical hypotheses and reduc-
tionism, and replace them with the ex-
perimental methods and concepts used
in scientific psychology4. His descriptive
psychopathology owedmuch toWundt’s

strategy of decomposing complex psy-
chological states into components that
aremoremeasurable.

Spitzer majored in psychology at Cor-
nell University. In her biography of him,
H. Decker5 reports that Spitzer was train-
ed as a psychoanalyst, but his interests
lay in developing structured interviews
and rating scales. He began his academic
career at the New York State Department
of Mental Hygiene in the Biometrics Re-
search Unit, under the psychologist J.
Zubin. The unit’s purposewas to advance
the quantitative study of psychopathol-
ogy6. The psychological nature of Spit-
zer’s early work is further documented
by his collaborations with J. Endicott – a
psychologist who had training in psycho-
metrics.

In current terms, Kraepelin and Spit-
zer each had an interdisciplinary focus.
With respect to classification, it has not
been such a bad thing for psychiatry to
occasionally take note of what the scien-
tific psychologists are doing and rethink
current practices – and it does not re-
quire a coup.

Turning to the revolution, many psy-
chiatrists, including Spitzer7, would as-
sert that they are aware that psychiatric
distress occurs with degrees of severity
and that the distinction between normal
and abnormal can be fuzzy. Indeed, one
could argue that a manifest dimension-
ality is fundamental to descriptive psy-
chopathology. Understanding it is a pre-
requisite for the competent use of a cat-
egorical classification system. If so, ra-
ther than a revolution, the HiTOP model
is better seen as an attempt to translate
common background knowledge of psy-
chopathology into something more pre-
cise and substantive. One disadvantage
of revolutionary talk is that it empha-
sizes the discontinuity between past and
present, often drawing attention away
from the many continuities8.

Illuminated by the light of dimension-
ality, our understanding of psychopa-
thology can be expanded in useful and
interesting ways. Krueger et al’s paper
emphasizes an expansion in the scope of

research questions asked. Here I would
like to discuss another area of expansion.
In doing so I will explain what is meant
by my title “Quantitative classification as
(re-)descriptive psychopathology”.

I begin by giving an example of de-
scriptive psychopathology: the depiction
of panic disorder. After imipramine was
introduced in the late 1950s, working at
Hillside Hospital on Long Island, D. Klein
and M. Fink began prescribing the drug
to patients to learn about its mode of ac-
tion9. In a historical retrospective based
on interviews with Klein, F. Callard10 re-
counts Klein and Fink’s treatment of the
man who would become the ur-patient
for panic disorder.

The referring therapist believed that
this patient had schizophrenia, but Klein
disagreed, describing him as anxious,
dependent and demanding. After four
weeksof treatmentwith imipramine,nei-
ther the patient, his resident therapist,
nor the supervising psychiatrist believed
that themedication hadmade any differ-
ence. The ward staff did not concur, but
they were not sure why. Eventually one
nurse noticed that the patient no longer
ran to the nurse’s station several times a
day asking for help because he feared he
wasdying.

Formuchof the 20th century, the symp-
toms of panic were a commonly man-
ifested feature in the population of psy-
chiatric phenotypes, but they were seen
as parts of a coherent anxiety neurosis.
Klein and Fink re-described these symp-
toms by putting a boundary around
them, thus separating what they called
episodic anxiety from anticipatory anx-
iety.With this re-description, even though
panic had long been a background feature
of the psychiatric landscape, it came into
the foreground.

Descriptive psychopathology has been
derided as a shallow emphasis on surface
features. A successful re-description, how-
ever, is also a conceptual achievement of
a synthetic nature in Kant’s sense – it
guides the way to the acquisition of in-
formation that is not contained in the de-
scription itself. For example, once Klein
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and Fink sawpanic as distinct fromworry
and avoidance, they learned that the pri-
mary problem in agoraphobia is not fear
of open spaces, but fear of having anoth-
er panic attack. Their discovery that the
same patients also avoided crowded the-
aters would have been a puzzling fea-
ture of agoraphobia, but not of panic dis-
order.

The Research Domain Criteria (RD-
oC) initiative, with its focus on causality,
might represent the abandonment of de-
scriptive psychopathology, but it is equal-
ly consistentwithRDoC’s anti-reduction-
ist aspiration that mechanisms will be
maps for locating new descriptions in the
psychiatric landscape. The same is true
for HiTOP. Proposing a meta-structure
for how things fit together affords some
options for recognizing new patterns. Hi-
TOP has an immediate advantage over
RDoC because it does not have to trans-
late biologicalfindings into psychological
descriptions; it is already psychological.

Using a taxonomy, however, is only a
part of understanding psychopathology,
including descriptive psychopathology.

It is unrealistic, therefore, to expect that
statistical correlations can do all the de-
scriptive work. With respect to panic
disorder, Klein claimed that the ward
nurse who reported that the ur-patient
no longer ran to the nurse’s station was
a good observer. This was their first clue
to describing what they called a psychi-
atric reaction pattern. It was followed
by prolonged observations of what the
patient did and said, how he reacted to
others, and how others reacted to him.

Hopefully, good observers will notice
some of the clues that a comprehensive
dimensional hierarchy presents, recog-
nize patterns, and subject them to valid-
ation studies. Concepts like borderline
and narcissistic personality disorder are
so entrenched that they assert them-
selves when certain features are present.
HiTOP offers a way to take a second look.
Ideally, clinicians and scientists could
learn to see anew something that has
been there before them all along – and
let it guide them to other things that they
did not recognize before.

Peter Zachar
Auburn University Montgomery, Montgomery, AL, USA

Theauthorwould like to thankS.Lilienfeld for thought-
ful comments on an earlier draft of this commentary.

1. Krueger RF, Kotov R, Watson D et al. World
Psychiatry 2018;17:282-93.

2. Freud S. A general introduction to psycho-
analysis. New York: Liveright, 1920.

3. Wender PH, Klein DF. Mind, mood, and medi-
cine. NewYork: Farrar Straus Giroux, 1981.

4. Engstrom EJ, Kendler KS. Am J Psychiatry 2015;
172:1190-6.

5. Decker HS. The making of DSM-III: a diagnos-
tic manual’s conquest of American psychiatry.
New York: Oxford University Press, 2013.

6. Zubin J, Salzinger K, Fleiss JL et al. Annu Rev
Psychol 1975;26:621-71.

7. Spitzer RL. Schizophr Bull 1982;8:592.
8. Zachar P. In: Kendler KS, Parnas J (eds). Philo-

sophical issues in psychiatry II: Nosology – def-
initionof illness, history, validity, andprospects.
NewYork:OxfordUniversityPress, 2012:21-34.

9. Klein DF, Fink M. Am J Psychiatry 1962;119:
432-8.

10. Callard F. Osiris 2016;31:203-26.

DOI:10.1002/wps.20558

Dimensions fit the data, but can clinicians fit the dimensions?

Krueger et al’s paper1 is impressive
and erudite. One might say it is too eru-
dite, because the average clinician will
find it difficult to anchor his or her clin-
ical practice to the attachments offered.
But the arguments put forward are sci-
entifically incontrovertible; the data for
almost, if not all, psychiatric disorders
indicate that their dimensional descrip-
tion is nearer to truth than a categori-
cal one.

The key section in this paper to most
readers in practice is “clinical transla-
tion”, and here thework group is going to
have to work extra hard. To what extent
can the dimensional system be adapted,
transformed, or forced, depending on
your starting point, into clinical deci-
sion-making?

There is an interesting historical par-
allel here. In the UK, in the late 1950s
and early 1960s, there was what is com-

monly called the Platt-Pickering debate,
played out in the columns of The Lancet.
This pitted the cerebral (dimensional)
champion, G. Pickering, in one corner,
against the clinical (categorical) pugilist,
R. Platt, in the other. Although therewere
no apparent knockout blows, the debate
was a riveting spectacle, illustrated by
rapier-like thrusts and counter-punches
by two austere but slightly irritable pro-
tagonists, always polite but each showing
incredulity at the apparent stupidity of
the other.

Their debate was over the classifica-
tion of high blood pressure. Was it best
regarded as a continuous variable2 or
better described as two categorical popu-
lations, a larger one with normal blood
pressure, and a smaller one with hyper-
tension3? Pickering made the case that
blood pressure is a continuously distrib-
uted characteristic with no clean sep-

aration between abnormal and normal.
Platt insisted that those with very high
bloodpressurewere adiscrete groupwho
represented the disease, hypertension,
and that this fact could potentially be
explained by genetic characteristics; he
proposed a Mendelian dominant gene.
This genetic theory was not supported
and the Pickering power-house swept
away the old arguments: “The new view,
for which we and our colleagues are
largely responsible, is that essential hy-
pertension represents a quantitative and
not a qualitative deviation from the
norm”4.

This resonates strongly with the cur-
rent debate about dimensions in psychi-
atry. In the Platt-Pickering debate, the
clinicians – and, dare one say, The Lancet
itself5 – were on Platt’s side. After all, if
he was right, it would make their job so
much easier. Clean categorical diagno-
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sis is always better than a dimensional
fudge. What the Hierarchical Taxonomy
of Psychopathology (HiTOP) investiga-
tors need to do is to show the clinician
that there is genuine clinical value in the
dimensional approach; that it is not a
fudge. We have some clues. Thus, in the
case of personality disorder, shortly to be
a dimensional diagnosis in ICD-11 and
regarded as a genuine paradigm shift6, it
is important to know that the more se-
vere the disorder the greater its persist-
ence and its impact on long-term social
functioning7.

But this only describes prognosis. Can
a dimensional diagnosis help treatment?
Again we have some encouraging find-
ings. Sub-clinical depression is not a for-
mal diagnosis but it causes a lot of suf-
fering. It is easily accommodated on a
dimensional continuum and could be a
suitable condition for treatment, and in
a recent meta-analysis there is some evi-
dence, not yet strong, that psychological
treatments are effectivehere8.Would this
apply to drug treatment too? Probably
not, and, for this to be appropriate, a
higher point on the dimension would
probably have to be chosen9.

Clinicians are naturally conservative
when it comes to diagnosis and classifi-
cation, and change is always resisted at
first. But if it can be shown that there is
definite advantage in a dimensional ap-
proach, that it can lead to better and
more fine-tuning ofmanagement, then it
may win approval. It would probably be
necessary to have parallel systems at first
to allow comparisons to be made be-
tween categorical and dimensional ap-
proaches.

But there will be continuing concerns
in clinical practice if there are not clear
indications for decision-making offered

by the diagnostic system. Krueger and
his colleagues rightly note that the re-
cent elegant Research Domain Criteria
proposals, whatever their value in identi-
fying neurobiological constructs, do not
help such decision-making. Although the
HiTOP teammay go further and succeed
in their aim of “connecting structure and
process” in explaining psychopathology,
the clinician at the coal-face can only
look on with bemusement at any system
which, however well grounded in empir-
ical science, still does not provide an-
swers to key questions. When is apparent
pathology within the range of normality?
At what stage in a dimensional system of
a major diagnosis is coercion justified in
management? When is it right to regard
co-occurrence of disorders as comorbid-
ity or instead as part of the same spec-
trum (e.g., anxiety-depression)?

These are not academic talking points.
Therapeutic advancement often happens
by serendipity, but we also need to have
a classification system that helps empir-
ical science to focus on specific aspects of
efficacy. So, instead of psychiatry using
the current pot-pourri of general inter-
ventions into heterogeneous populations
giving equivocal results, we could look
forward to “focused diagnosis-specific
gain”. The possible value of quinine in
malaria was discovered by chance but,
because malaria was a clearly identified
disease, it was possible, even in the mid-
1860s, to show that all the cinchona al-
kaloids – quinine, quinidine, cinchonine
and cinchonidine – were equally effec-
tive in treating the disease. Remember,
at this time in history, malaria was iden-
tified by the same procedures that we
use in psychiatry today.

The HiTOP investigators may feel it is
far outside their remit to enter the ther-

apeutic and other intervention arenas,
but they need to be aware of their im-
portance. The oldest and most success-
ful classification in psychiatry has been
the dimensional one of intellectual dis-
ability based on IQ. Although this has
been rightly modified in several ways to
take account of adaptive functioning, for
more than a century this classification
has allowed appropriate placement, sup-
port and management to take place for
people in eachof the dimensional groups.

What about the long-term outcome of
the Platt-Pickering debate, which Picker-
ing was generally assumed to have won?
Currently the most common diagnosis
in cardiology in the ICD-10 classifica-
tion is essential hypertension, so the Platt
supporters may now claim some sort of
victory. So, in 60 years hence, will it be
seen that dimensions have triumphed
or will psychiatric classification be essen-
tially the same as now? If Krueger and his
colleagues can come forward with more
clinical meat to add to their helping of
science, thingswill certainly change.

Peter Tyrer
Centre for Psychiatry, Imperial College, London, UK
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HiTOP must meet the use requirements of the ICD before it can
aspire to replace it

As described by Krueger et al1, the ap-
proach being taken by the Hierarchical
Taxonomy of Psychopathology (HiTOP)

consortium in attempting to elucidate
the underlying dimensions of psychopa-
thology is an important one. I agree par-

ticularly about the immediate impor-
tance of identifying connections between
overt expressions of psychopathology
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and neural mechanisms and genomic
variance, and believe that HiTOP has an
important contribution to make in this
regard.

At the same time, I do not believe that
HiTOP can be successful as a sole ap-
proach. As with the Research Domain
Criteria (RDoC) project promoted by the
US National Institute of Mental Health
(NIMH), it seems important not to over-
sell HiTOP or to pretend that it describes
a classification system per se that will be
capable of replacing the ICD or the DSM
at any point in the immediate future. Al-
though the NIMH has walked back its
initial rhetoric2 to clarify that RDoC is ac-
tually a framework for research3, Krueger
et al’s papermakes the samemistakewith
HiTOP.

The paper is also marred by tenden-
tious repetition of the claim that the ICD
and the DSM are “consensus-based”,
“authoritative”, “political” classifications,
in contrast toHiTOP,which is “empirical”
and “scientific”. Such characterizations,
although perhaps rhetorically useful in
promoting a new approach, are actually
inaccurate, as with the widely repeated
and false characterization of DSM-I and
DSM-II as psychoanalytic4, or the initial
messaging about RDoC that character-
ized the DSM explicitly and the ICD by
implication as responsible for the lack of
dramatic breakthroughs in understand-
ing the etiology of mental disorders and
providing curative treatments2. This pa-
per’s similar denigration of “authorita-
tive” as opposed to “empirical” classifi-
cation systems appears to be based, thin-
ly, on the facts that: a) the ICD-11 and
DSM-5 (and RDoC) are institutionally
sponsored; b) expert working groups de-
veloped the initial proposals for changes
to the previous versions of the classifica-
tions; and c) there was an institutional
demand for some degree of continuity
across versions.

With regard to thefirst point, the devel-
opment and maintenance of internation-
al classifications for health and the stand-
ardization of diagnostic procedures are
core constitutional functions assigned to
the World Health Organization (WHO)
through international treaty by 194mem-
ber states. It is unclear why being a “con-

sortium” without a clear formal author-
ity structure or a responsible institution
would make HiTOP inherently superior
in relation to these tasks. With regard to
the second point, an explicit charge of
working groups for both the ICD-11 and
the DSM-5 was to perform a rather rigor-
ous analysis of the state of the current evi-
dence. Krueger et al are correct, though,
that the range of possibilities for trans-
forming the classifications was to some
extent limited by the adoption of a priori
elements of the existing structure, such
as the existence of separate groupings of
mooddisorders and anxiety disorders.

Most of the results presented in thepa-
per in support of HiTOP’s hierarchical di-
mensional models are based on a set of
inter-related techniques including taxo-
metric analysis, latent class analysis, clus-
ter analysis, and factor analysis. While
these can be powerful and sophisticated
statistical tools, they do not serve up the
truth like Venus on a clamshell. They still
require interpretation by human experts.
The fact that HiTOP’s authority structure
and the specific criteria for evaluation are
not transparent or explicit (at least based
on this paper) does notmean that the evi-
dence is not being synthesized and inter-
pretedbased on expert judgments.

For the WHO, a demand for explicit
continuity between the ICD-10 and the
ICD-11, at a minimum in the form of
clear cross-walking, is based on one of
the ICD’s main purposes – to provide a
framework for the collection and report-
ing of health statistics – as well as on the
need for longitudinal global, national and
local health information. The govern-
ments of WHO member states have in-
creasingly integrated the ICD into clinical
processes and policies related to health
care coverage and reimbursement, social
services, and disability benefits5, and are
also concerned about the continuity of
health data and the continuous applica-
tion of laws and policies. However, the
paper suffers from a lack of familiarity
with the functioning of the WHO and the
purposes of the ICD-11. Even though
Krueger et al include the ICD-11 in the
sweep of their characterizations, all of
the specific information in the paper
about “traditional”, “authoritative” clas-

sifications is taken from the DSM-5. This
perhaps reflects the fact that only ten of
the paper’s 45 authors are from outside
the US and none is from a developing
country.

The WHO does not, in fact, “claim,
through tradition and putative authority,
that psychopathologies are organized in-
to discrete diagnostic entities”. We have
recently written explicitly and at great
length about the better correspondence
of dimensional approaches to the ob-
served data3. The categorical nature of
the ICD system is necessary for its appli-
cation in global health statistics and in
many instances for its use in clinical set-
tings (e.g., eligibility, treatment selection).
In most countries, provision of medical
care other than routine examinations and
preventive services is contingent on a
qualifying diagnosis. Other relevant deci-
sions are typically categorical (yes/no);
even if the information that underlies
them is dimensional, a thresholdmust be
imposed. Inclusion of mental disorders
in the ICD facilitates coordination with
the classification of other disorders, as
well as the search for relatedmechanisms
of etiology, pathophysiology and comor-
bidity of disease processes. It also pro-
vides a basis for parity of mental dis-
orders with other types of health condi-
tions5. Mental disorders in the ICD-11
must follow the same set of structural
and taxonomic rules as the rest of the
classification.

Within the constraints of a categorical
system, the ICD-11 has gone to consid-
erable lengths to integrate dimensional
constructs into the classification of men-
tal disorders, which has been made pos-
sible by specific structural innovations as
compared to the ICD-10. One example
that is discussed in the paper is the in-
corporation of a dimensional classifica-
tion of personality disorders6,7. Similarly,
the ICD-10 subtypes of schizophrenia
(e.g., paranoid, hebephrenic, catatonic)
have been replaced by a set of symptom
ratings (e.g., positive symptoms, negative
symptoms, cognitive symptoms) thatmay
be applied to all primary psychotic dis-
orders8. A category for anxiousdepression
based on two correlated but distinct di-
mensions has been incorporated into the
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version of the ICD-11 classification of
mental disorders for primary care set-
tings9. These innovations will push the
ICD-11 in the direction envisioned by
HiTOP, but it is possible that theymay be
experienced as more complex than the
purely categorical approach they are re-
placing, which may stimulate resistance
among clinicians andhealth systems.

While theWHO does appear to be fac-
ing this challenge head-on within the
structural and taxonomic constraints of
the ICD, there is a considerable amount
that HiTOP might take on board in or-
der to facilitate further transformations
of this nature. Assuming that the correct
dimensions have been identified, much
work is necessary to translate group-

level research results into measures and
cutoffs that are predictive at the individ-
ual level3. Although Krueger et al claim
“greater relative utility and empirical ac-
curacy of continuous conceptualizations
of psychopathology”, very little work has
been conducted aimed at developing
tools that can be demonstrated as ro-
bustly valid as a basis for making indi-
vidual health care decisions.

Any dimensional system that would
seek to replace “authoritative” classifica-
tions would need to demonstrate that it
is fit for purpose across the range of func-
tions forwhich theworld uses the ICD.
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“Throwing out the baby with the bathwater”? Conceptual and
methodological limitations of the HiTOP approach

More sophisticated explorations of the
higher-order dimensional and hierarchi-
cal structure of psychopathology have be-
come an exciting complementary way to-
wards developing an improved classifica-
tion of mental disorders and reducing
artefactual comorbidity.

The impressive work of the Hierarchi-
cal Taxonomy of Psychopathology (Hi-
TOP) Consortium with their mission pa-
per1 provides evidence for considerable
advances as compared to previous sug-
gestions, and underscores the potential
of such approaches not only for im-
proved future classificatory models with
increased utility for research and prac-
tice, but also for the development of im-
proved psychometric assessment instru-
ments for psychopathology. However, as
impressive such an approach might ap-
pear at first sight, there is a need of point-
ing out several limitations that caution
against the use of thismodel.

On the conceptual level, we emphasize
first of all that comorbidity is not “a prob-
lem”, but a clinical characteristic of pa-
tientsmeaningful for treatment andman-
agement2. The belief that people suffer
fromonly one underlying condition is im-

plausible and misleading. The value of
the HiTOP Consortium approach might
be in reducing a certain degree of what
has been called “artefactual” comorbid-
ity, due to overlapping criteria in our cur-
rent classification systems.

Second, the suggested hierarchical
structural model has a serious limitation:
it is based almost exclusively on tradition-
al assessment instruments (dimensional
scales, interviews) from cross-sectional
studies. Leaving aside the vast array of in-
herent general psychometric problems,
we highlight that such scales merely re-
flect a subjective-verbal “snapshot” pic-
ture of the level of symptom-distress that
a person reports at the time of investiga-
tion. As essential such a snapshot might
be for a first “impressionistic” step of a
syndromal diagnosis, it certainly does
not allow to decide on a diagnosis rele-
vant for treatment without taking into ac-
count the patient’s history (e.g., depres-
sive syndromes cannot be equated with
diagnoses of major depression or even of
any affective or anymental disorder).

Third, the HiTOP approach does not
grab appropriately the nature of mental
disorders as dysfunctions – up to now in-

sufficiently understood – of basic psy-
chological processes as well as associ-
ated “perturbations” in brain functions
at the cell and systems level3. The former
are centrally involved in the behavioral,
cognitive-affective and somatic symptom
processes currently used to define men-
tal disorders. The latter “perturbations”
can be best described as various types
of fluctuating dysfunctions in complex
structural and functional neural circuits
involved in information processing and
emotion regulation.

The identification of common causal
pathways is of core relevance for an im-
proved diagnostic system. They allow
identifying the factors and mechanisms
responsible for the onset, progression
and maintenance of mental disorders.
Proposed models based on such mech-
anisms provide guidance for improved
research strategies and the derivation of
improved interventions, targeted to in-
terrupt the causal pathways3.

Promising examples come from psy-
chosis research. In a clinical staging
framework, the at-risk or symptomatic
state of a patient can be evaluated to de-
rive tailored interventions spanning from
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primary selective prevention in asymp-
tomatic subgroups (stage 0) and high-
risk subjects (stage 1), over early treat-
ment in first episode (stage 2) or relaps-
ingpsychotic patients (stage 3), tomain-
tenance treatment in unremitting pa-
tients (stage 4)4.

Such frameworks also exist for other
facets of psychopathology such as anx-
iety, depression or substance use, pro-
viding specific guidance on early target-
ed interventions. The “symptom progres-
sion - comorbidity development” mod-
el3,5 emphasizes the early signs and symp-
toms of fear and anxiety in the develop-
ment of psychopathology and a staging
based on “comorbid” escalations from
circumscribed manifestations in child-
hood to more complex diagnostic con-
stellations (multiple anxiety disorders, co-
morbid depression and substance dis-
orders) later in adolescence or adult-
hood. Besides a range of vulnerability
factors at various levels and in different
developmental periods, the initial psy-
chopathology itself entails a causal cas-
cade (e.g., increasing demoralization and
inactivity due to avoidance promoting
depression)6. This model has direct im-
plications for therapeutic andpreventive
interventions.

Therefore, the first caveat of higher-
order taxonomies such as the one sug-
gested by the HiTOP Consortium is that
they are at best a complementary piece
of descriptive evidence that might prove
useful in reducing artefactual comorbid-
ity. But they do not reflect the true dy-
namic developmental nature of mental
disorders and might even be an obstacle
for developing improved targeted causal
interventions.

Regardingmethodological constraints,
we do not refer here to the numerous
mathematical and statistical limitations
of the higher-order dimensional and hi-
erarchical approaches that call for cau-
tion7,8. Beyond these, the strongest evi-
dence against such models comes from
prospective-longitudinal investigations,
revealing the instability of the assumed
higher-order structure and spectra over
time7. Along the developmental axis, the

structure of higher-order dimensions
changes significantly, both within factors
and across spectra. The assumption that
this instability might be due to a limited
reliability of assessments is implausible
and would actually also argue against
such higher-ordermodels in general.

Furthermore, the statement that di-
mensional measures are advantageous
over categorical data is trivial. They sim-
ply provide more information and are
thus preferable in any approach9. As-
suming that hierarchical structural mod-
els based on dimensional data may lead
per se to an improved classification of
mental disorders and “solve the problem
of comorbidity” is like “throwing out the
baby with the bathwater” and obscures
important issues, given the underlying
assumptions and the lack of develop-
mental considerations. This does not in-
validate the additional utility and the po-
tential of such approaches, but suggests
that thesemodels are at best complemen-
tary toother principles and sources of evi-
dence.

Undoubtedly, as compared to previ-
ous simpler models, the HiTOP model
has increased in breadth and specificity
(e.g., spectra for thought disorder and de-
tachment). However, the extensions also
cause new inconsistencies, such as en-
hancing the “distance” between internal-
izing and externalizing dimensions, al-
though externalizing disorders might in-
volve preceding internalizing pathways
(and vice versa). Moreover, as attractive
and impressive the visual depiction of a
new taxonomy of psychopathology may
be, using new words for old ones might
increase the risk that already established
research findings lack consideration in
the future.

Further, “somatoform” diagnoses (dis-
missed in DSM-5) are reintroduced with-
out explaining the rationale. This particu-
lar cluster also serves as an example for
the difficulty – even cross-sectionally – to
find a coherent general structure of psy-
chopathology. Somatoform syndromes
are differentially (i.e., by gender and age
group) associated with a broad range of
conditions which are spread out in the

HiTOPmodel (anxiety, psychosis, hypo-
mania, post-traumatic stress disorder,
andmanyother diagnosesnotmentioned
in the framework)7, which complicates
the implementation of themodel.

To conclude, higher-order dimension-
al and hierarchical models of psycho-
pathology such as the ambitious HiTOP
model are at best a complementary way
towards developing an improved classifi-
cation of mental disorders for research
and practice. Their potential value lies in
reducing artefactual comorbidity and de-
riving improved cross-sectional psycho-
metric assessment instruments.

However, HiTOP provides little spe-
cific guidance towards our ultimate goal,
namely, a classification of mental dis-
orders basedon causal factors andmech-
anisms involved in the first development
of psychopathology and its progression
over time. Its inherent weakness remains
the overemphasis on cross-sectional psy-
chopathology and the neglect of dynamic
developmental pathways and differential
diagnostic issues relevant to treatment
and management.
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The dialectic of quantity and quality in psychopathology

Krueger et al1 provide a novel and chal-
lenging perspective on the perennial di-
vide between the categorical and dimen-
sional approaches to the conceptualiza-
tion and classification of psychopatho-
logical phenomena.

Writing on behalf of the recently es-
tablished Hierarchical Taxonomy of Psy-
chopathology (HiTOP) Consortium, they
address critically the “official nosology”,
especially as exemplified in the DSM-5.
The latter manual is criticized for being
“authoritative”, guided by psychiatrists,
and not immune against “socio-politi-
cal” considerations in preserving and
presenting an ex cathedra view of psy-
chopathology as consisting of discrete
nomothetic entities or taxa. In contrast,
the authors highlight the likely empirical
advantages of adopting the alternative
position on psychopathology as a con-
tinuum of quantitative variation that can
be organized hierarchically into several
higher-order spectra and dimensions.

Krueger et al claim that recent re-
search, methodologically stronger than
its predecessors, overwhelmingly sup-
ports the quantitative-dimensional mod-
el of psychopathology, and believe that
the latter is now fit to be ubiquitously
translated into clinical practice. They ad-
vocate placing this model of classifying
psychopathology on “an empirical play-
ingfield” insteadof perpetuating the “tra-
ditional” nosology, exemplified by the
DSMrevision process.

Much of the evidence in support of
these proposals stems from the compre-
hensive quantitative review of published
taxometric research by Haslam et al2.
This review was based on a detailed ex-
amination and secondary analysis of 177
articles which, when combined, report-
ed a total of 39.9% taxonic results. How-
ever, the authors concluded that, after
statistically controlling for confounds,
the “true” prevalence of taxonic findings
was only 14%, mostly involving the do-
mains of schizotypy, autism and sub-
stance use disorders. They contended
that historical improvements in themeth-
odological quality of taxometric studies,

especially the use of simulated compar-
ison data and the linked comparison
curve fit index, have contributed to the
marked decline of taxonic findings.

There are two possible caveats to this
line of reasoning. First, the purely stati-
stical analysis and interpretation of the
data is no substitute for a well-designed,
real-life comparative studyof clinical pop-
ulations assessed according to both the
hierarchical dimensional model illustrat-
ed by Krueger et al and the “traditional”
categorical nosology of ICD-10 or DSM-5.
The outcome criteria in such a hypothet-
ical study should include choice of treat-
ment, prognosis and functional status of
the participants. As far as I am aware, no
such study has yet been designed or con-
ducted.

My second caveat concerns the ap-
plicability of the quantitative dimension-
al scheme to the bulk of psychotic dis-
orders (marginally mentioned in Krue-
ger et al’s paper). Historically, the evo-
lution of the classification of these dis-
orders has taken a path in reverse to that
of the common non-psychotic disorders.
The theory of the “unitary psychosis” has
been dominant in European psychiatry
around the middle of the 19th century,
being associated with the names of its
first proponent A. Zeller and its first
critics W. Griesinger and K. Kahlbaum.
It postulated a continuum of different
stages within a unitary morbid process,
terminating ultimately in a complete dis-
integration of mental life. It was against
this background that E. Kraepelin syn-
thesized the three pre-existing entities
of hebephrenia, catatonia and paranoid
dementia into a single concept, and pro-
posed in 1896 the dichotomy of the uni-
tary spectrum into the discrete entities of
dementia praecox and manic-depres-
sive insanity. Renamed as schizophre-
nia by E. Bleuler in 1908, the former en-
tity was further described as “the group
of schizophrenias”, to be split further by
K. Leonhard into systematic and unsys-
tematic forms, each containingmany dis-
crete subtypes3. Notably, there has been
a recent revival of the continuum mod-

el of psychotic disorders4, which in its
turn has been criticized as “scientifically
unproven and clinically impractical”5.

At this point, I shall add my own take
on the problem: can a classification of
mental disorders be biologically anchor-
ed? This is doubtful, at least in the fore-
seeable future, because: a) the objects
classified in psychiatry are explanatory
concepts, i.e. abstract entities rather than
physical organisms; b) the taxonomic
units of “disorders” in DSM-IV, DSM-5
and ICD-10 do not form hierarchies; c)
the current psychiatric classifications con-
tain no supraordinate, higher-level or-
ganizing concepts. Leaving aside the vex-
ing issue of validity of the categories, the
criteria for evaluating psychiatric classifi-
cations should at present focus pragmat-
ically on their clinical relevance and util-
ity6: capacity of discriminating between
syndromes and between degrees of their
expression in individual patients; adapt-
ability to different populations and cul-
tural environments; reliability; cognitive
ease of use; and reducing stigma.My pre-
diction is that the quantitative/dimension-
al and the taxonic/discrete approaches to
the classification of mental disorders will
remain dialectically interconnected as the
“yin” and“yang”.

A methodological tool eminently suit-
ed for empirical research is the grade of
membership (GoM) latent structure anal-
ysis7, which enables the aggregation of
clinical and/or neurocognitive measures
into a parsimonious number of “pure
types” (taxons) which represent fuzzy
sets, rather than discrete categories, and
assigns to each individual a quantita-
tive affinity score indexing the degree
to which he/she resembles each one of
the taxons. My research group has been
using the GoM to split a large cohort
of schizophrenia patients into subtypes
based on neurocognitive measures and
to specify each patient’s affinity to any
one of the taxons8.

I am reminded of the Hegelian postu-
late9 about the transition (“phase shift”)
of the accumulation of quantitative
changes into a new quality. This sums
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up my impression of the stimulating ar-
gumentation presented in the paper by
Krueger et al.
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After the failure of DSM: clinical research on psychiatric diagnosis

Clinical research on psychiatric diag-
nosis has failed from 1980 until now. In
the DSM-III onwards era, clinical nosol-
ogy research has been irrelevant. Con-
trary to the claims made in 1980 with
DSM-III, diagnostic reliability did not
lead to diagnostic validity, because reli-
ability became an end in itself. The psy-
chiatric profession congratulated itself on
agreeing about how to define psychiatric
diagnoses, and refused to make any fur-
ther changes. The process was reified in
DSM-III and DSM-IV, such that major
changes were infrequent, and when they
did occur, they were based on winds of
opinion rather than solid, replicated sci-
entific research. Minor changes were
fought with passion, despite reasonable
scientific data in their support1.

In short, the greatest obstacle to sci-
entific progress is, and has been, the
DSM system of diagnosis. In 1980, DSM-
III promised to push psychiatry forward,
defining clear criteria for improvement
with research. Now, DSM-5 is based on
unscientific definitions which the pro-
fession’s leadership refuses to change
based on scientific research.

This perspective can be seen as he-
retical, as it is still not accepted by the
mainstream of the American Psychiatric
Association (APA). Yet, not all American
psychiatry agrees with the APA. Impor-
tantly, the US National Institute of Men-
tal Health (NIMH) leadership strongly
criticized DSM-5 upon its publication,
and announced it would no longer fund
research using DSM criteria. Instead, the
NIMH leadership proposed an alterna-
tive approach for research: the Research

Domain Criteria (RDoC). Themain prob-
lem with the latter approach is that it
gives up on clinical research about diag-
nosis altogether, claiming that research
should begin with brain-based concepts.
Both extremes are questionable: the DSM
approach is clinical but unscientific; the
NIMH approach is scientific but not clin-
ical. The profession still awaits a scientif-
ic approach to clinical research on diag-
nosis.

Krueger et al’s paper2 reflects a posi-
tive response to this unfortunate state of
affairs. The key leaders of this consor-
tium were involved with the unhappy
personality traits vs. disorders contro-
versy in DSM-53. They are researchers
who advocated for following scientific
data towards a change in personality no-
sology in favor of traits. They failed. Now
they propose a consortium to conduct
and promote an empirically-based no-
sology in psychiatry. This project is long
overdue.

Our current dilemmawas predictable.
We can learn from early critics of DSM,
like H. van Praag. In 1993, while the
DSM-IV process was in full swing, he
wrote4: “Today’s classification of thema-
jor psychiatric disorders is as confusing
as it used to be some 30 years ago. All
things considered, the present situation
is worse. Then, the psychiatrists were at
least aware that diagnostic chaos reigned
and many of them had not high opinion
of diagnosis, anyhow. Now the chaos is
codified and thus much more hidden…
There is nothing wrong in basing the
first draft of an operationalized taxon-
omy on expert opinion… One should

abstain, however, from proceeding fur-
ther on that route. Yet, this is exactly
what happened… I strongly feel that 1)
an immediate moratorium should be laid
on any further expert-opinion-based al-
terations in [diagnosis]… and that 2) fu-
ture changes should be based on re-
search only”.

An important feature of the DSM ide-
ology is the rejection of the concept of a
hierarchy of diagnosis, on the debatable
ground that we cannot have hierarchies
in the absence of etiology. If we do not
know causes of diseases, we cannot say
which ones should be diagnosed prefer-
entially to others. This perspective ig-
nores the importance of differentiating
diseases withmany symptoms from those
with fewer. If a symptom occurs as one
of twenty in one illness, and one of two
in another, then the first should be ruled
out before the second is diagnosed. It is
not biologically sound to diagnose “co-
morbid” panic disorder every time some-
one has a panic attack in the setting of a
depressive or manic episode. The panic
symptoms are often caused by mood
states, rather than being a separate in-
dependent disease. We already take this
approach with delusions and hallucina-
tions; if they occur in mood states, we
do not diagnose schizophrenia. This is an
exception in the DSM system, though,
which refuses to use the same logic for
other psychopathological states.

Hence two problems result, again as
van Praag described decades ago: “noso-
logomania”5 (i.e., the creation of many
scientifically invalid diagnostic defini-
tions) and many false “comorbidities”6.
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In fact, the concept of “comorbidity”was
introduced by Feinstein in 1970 asmean-
ing the simultaneous co-occurrence of
two independent, unrelated diseases7.
The co-occurrence of anxiety and de-
pression does not quality for comorbid-
ity; either they are symptoms of the same
condition (like neurotic depression), or
they reflect one condition causing an-
other (as inmixed depression,where anx-
iety is causedby themixed state).

The hierarchy proposed by this con-
sortium grows out of the personality lit-
erature. It includes concepts that may
be relevant to personality, but which are
less relevant to mood or psychotic dis-
eases. Dimensionality is relevant in both
cases, but perhaps in different ways. For
instance, the best clinical research sup-
ports the dichotomybetween schizophre-
nia and manic-depressive illness. Fur-
ther, the externalizing/internalizing con-
cepts do not capture many of the features
of manic-depressive illness, such as the
presence of mixed states. The place-
ment of “mania” as part of an “internaliz-
ing” disorder is questionable. The dis-
tinction betweenbipolar illness and “uni-
polar” depression is assumed in the hier-
archical taxonomy, whereas this distinc-
tion has questionable validity based on
the best available clinical research.

Thus, the proposal of a quantitative
hierarchy is welcome, but how it is set
up will require more attention to some
clinical research that does not appear to

have been included in the working tax-
onomy provided in Krueger et al’s paper.

An alternative approach growing out
of research on mood and psychotic dis-
eases has been proposed dating back to
the 1970s8. I have suggested a modern-
ized version of that approach9. In this
proposal, the hierarchy of psychopathol-
ogy would involve manic states (bipolar
illness) at the top of the pyramid of diag-
nosis, followed by depressive states (uni-
polar depression), followed by schizo-
phrenia, then anxiety diagnosis (like ob-
sessive-compulsive disease), then per-
sonality “disorders” (such as borderline
and antisocial), then attention deficit dis-
order and narrowly defined diagnoses
(such as eating disorders or paraphilias).
The general concept is that conditions
higher on the hierarchy are polysymp-
tomatic, and cause the symptoms of con-
ditions lower on the hierarchy, and thus
the former should be ruled out before the
latter are diagnosed.

This is standardmedical teaching. Core
medical training involves using symptoms
to identify diagnoses, and not just con-
verting symptoms into diagnoses, as is
the case with DSM-III onwards. Then
those diagnoses are organized in a differ-
ential diagnosis, where higher order ones
are ruled out before lower order ones are
made. The opposite approach is taken
with the DSM system, which is powerful
evidence for an important observation:
contrary to what many of the post-mod-

ernist and anti-biological critics of DSM
claim, the DSM system is not at all repre-
sentative of the “medical model”. In fact,
it is quite anti-medical, as shown in its re-
jection of the hierarchy concept.

In sum, Krueger et al’s effort is very
worthwhile, but essentially limited to
concepts in the personality literature. If
expanded to capture affective andpsycho-
tic conditions, it could begin to put the
profession on the road to a better clinical
nosology for the future, leaving DSM in
the rearviewmirror.
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Internalizing disorders: the whole is greater than the sum of the parts

The Hierarchical Taxonomy of Psy-
chopathology (HiTOP) consortium is a
group of investigators working to ad-
vance the empirical classification of psy-
chopathology. In a previous issue of this
journal they published a concise account
of the work of their consortium1, and
now they put forward a statement of in-
tent and a summary of progress2.

Practitioners in themental health field
act as though each mental disorder is a
discrete category – Mrs. Smith has panic

disorder; Mr. Brown has major depres-
sive disorder – and consider that treat-
ment and future developments will nat-
urally follow from the diagnosis. At one
level this is appropriate and necessary for
the orderly management of treatment for
individual patients, but at a higher level
this is not correct: the defining symptoms
of each mental disorder exist on dimen-
sions that extend from very mild and in-
complete sets consistent with wellness to
the very severe, complete sets that dis-

able and distress and are incompatible
with beingwell.

The classifications of mental disor-
ders – DSM-5 and ICD-10 – are, at the
simplest level, definitions of the thresh-
old at which a set of symptoms becomes
sufficiently complete, disabling or dis-
tressing to be of clinical concern, and an
indicator of the need for treatment. The
point on a dimension of increasing se-
verity where a diagnosis is warranted is
not indicated by any external measure
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such as a sudden change in pathophysi-
ology or of distress or disability. The
threshold for a diagnosis in each classi-
fication is made by experts convened to
define it and hence is somewhat arbi-
trary. There is broad consensus that
mental disorders exist on dimensions,
not categories, and in 2008 two mem-
bers who would later join the HiTOP
consortium convened a meeting and
edited a seminal book, Dimensional Ap-
proaches in Diagnostic Classification, as
part of work on refining the research
agenda for DSM-53.

Multivariate research has indicated
that a latent general liability – internal-
izing – accounts for higher-than-chance
levels of mood and anxiety disorder co-
morbidity, a finding that has been repli-
cated and extended many times in dif-
ferent data sets and cultures (note that
half of people who meet criteria for an
anxiety or depressive disorder have a
second diagnosis, and a quarter meet
criteria for three or more).

For example, within the HiTOP con-
sortium, Eaton et al4 modelled seven in-
ternalizing disorders in a nationally rep-
resentative sample of 43,093 individuals.
The study used a structured diagnostic
interview optimized to cover the DSM-
IV defining characteristics of these dis-
orders. They found that a two-dimen-
sional (distress-fear) liability structure
for internalizing fit best and replicated
across gender, assessment waves, and
lifetime and 12-month diagnoses. These
internalizing liabilities, not the individual
disorders, predicted future internalizing
pathology, suicide attempts, angina, and
ulcer.

Waszczuk et al5 conducted a study
based on the Interview for Mood and
Anxiety Symptoms that assessed, with-
out the usual skip outs, DSM-IV and
ICD-10 emotional disorder symptoms
and other manifestations of emotional
disorders such as hopelessness, desper-
ation, loss of libido, social withdrawal,
and self-harm. In a series of analyses that
ranged from symptom components to
latent structures, they reported that di-
mensional components are better pre-
dictors of functioning than categorical
DSM-IV diagnoses, even though impair-

ment is explicitly included in clinical
diagnoses but is not part of those symp-
tom components.

There are two implications from this
body of work. First, that considering
groups of disorders may be more in-
formative than considering individual
diagnoses. Second, that opening up re-
search to include symptoms not pres-
ently included in classifications may
point to new disorders or new arrange-
ments of existing disorders and reduce
the circularity of reanalyzing data from
interviewsdesigned to informexisting clas-
sifications.

There has been other work on classifi-
cation independent of the HiTOP con-
sortium that is relevant to the current
Forum. As part of the work for DSM-5
and ICD-11, a working group6, including
two members who would later join the
HiTOP consortium, explored the feasi-
bility of a meta-structure based on elev-
en validating criteria comprising both
clinical features and risk factors (i.e.,
shared genetic risk factors; familiarity;
shared specific environmental risk fac-
tors; shared neural substrates; shared
biomarkers; shared temperamental an-
tecedents; shared abnormalities of cog-
nitive or emotional processing; symp-
tom similarity; high rates of comorbidity;
course of illness; treatment response).
DSM-IV disorders were allocated to one
of five clusters as a starting premise.
Teams of experts then reviewed the lit-
erature to determine within-cluster sim-
ilarities on the eleven predetermined val-
idating criteria and discovered that those
similarities were consistently greater than
between-cluster similarities.

The five clusters were neurocogni-
tive (identified principally by neural sub-
strate abnormalities), neurodevelopmen-
tal (identifiedprincipally by early andcon-
tinuing cognitive deficits), psychosis (i-
dentified principally by clinical features
and biomarkers for information process-
ing deficits), emotional/internalizing (i-
dentified principally by the temperamen-
tal antecedent of negative emotionality),
and externalizing (identified principally
by the temperamental antecedent of dis-
inhibition). The working group consid-
ered that there could be advantages for

clinical practice, public administration and
principally from the adoption of such an
organizing principle. The chapter order in
DSM-5was changed to reflect this.

Computerized cognitive behavioural
therapy (CBT) has a long history of focus-
sing on the internalizing disorders as a
group. Newby et al7 identified seventeen
randomized controlled trials. Results
showed that “transdiagnostic” computer-
ized CBT outperformed control condi-
tions on all outcome measures at post-
treatment, with large effect sizes for de-
pression (g=0.84), and medium effect
sizes for anxiety (g=0.78) and quality of
life (g=0.48), comparable to the benefits
seen in diagnosis specific studies8.

Lastly, and again using “transdiagnos-
tic” computerized CBT, Mewton et al9

assessed changes in the internalizing con-
struct using a longitudinal latent trait
framework that compared internalizing
factor means at pre- and post-treatment.
The standardized mean reduction in the
internalizing construct with treatment
was large (effect size 1.23, SE=0.09, p<
0.001).

We conclude that treatment aimed at
the internalizing construct is to be pre-
ferred to disorder specific treatment. In
the internalizing disorders, whether one
is investigating prognosis, impairment or
response to treatment, thewhole is great-
er than the sumof the parts.
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Categorical and/or continuous? Learning from vascular surgery

R. Krueger and his impressive inter-
national team of co-authors offer a clear
and comprehensive review of current is-
sues in dimensional approaches to clas-
sifying psychopathology1. They make a
challenging case for the advantages of this
approach, as embodied in their Hierar-
chical Taxonomy of Psychopathology (Hi-
TOP) model, over the categorical classifi-
cations widely adopted in psychiatry.

The issues as such are not new. They
were widely discussed in the 1960s and
1970s. The British psychiatrist and epide-
miologist R. Kendell covered much the
same ground in his now classic book The
Role of Diagnosis in Psychiatry2. Then as
now the question was whether psychopa-
thology could be “cut at the joints” into
distinct categories or whether it was bet-
ter described quantitatively along one or
more dimensions of continuous change.
Then as now the answer depended in part
on the kind of psychopathology in ques-
tion and in part on the statistical methods
adopted. Then as now opinion remained
divided largely along professional lines,
with psychiatrists favouring categorical
and psychologists favouring dimensional
approaches (Krueger, like a majority of
his co-authors, is a psychologist).

There are, certainly, as Krueger and his
colleagues point out, new factors in play,
some positive, others negative. On the
positive side, there have been important
methodological advances. Statisticalmeth-
ods have progressed dramatically with
developments in computing science. For-
mal logic, too, has a novel role to play: the
British philosopher and psychologist P.
Koralus’ semantic modelling of decision
making, for example, offers potentially ex-
citing applications to psychopathology3.
On the negative side, fifty years of experi-
ence with symptom-based psychopatho-
logical categories have been disappoint-
ingly thin on aetiological insights. The
promise of early 20th century advances
(with discoveries such as neurosyphilis
and Alzheimer’s disease) remains, de-
spite all the power of contemporary neu-
roscience, largely unfulfilled.

Should we then be persuaded by Kru-
eger et al’s case that categorical classifi-
cations of psychopathology should be
abandoned in favour of dimensional de-
scription? Experience from other areas of
medicine suggests that we should not.

Vascular surgery offers a case in point.
As a relatively new specialty (the Vascular
Surgical Society of Great Britain and Ire-
land was founded in 1966), vascular sur-
gery adopted from the start an explicit-
ly evidence-based approach and remains
strongly research-led. In this respect, its
predominantly categorical classification
of disease entities has (as in most other
areas of bodily medicine) served it well.
Where psychiatry has suffered fifty years
of frustration, vascular surgery has made
significant and sustained progress in un-
derstanding the pathophysiology of a
whole range of categorically-defined dis-
orders, ranging from aortic aneurysm to
varicose veins, with corresponding ad-
vances in both surgical and non-surgical
management options.

So far so good then, it would seem, for
traditional disease entities.However, clos-
er inspection shows that, while the objects
of scientific interest in vascular surgery
are indeed categorically defined disor-
ders, the science of vascular surgery has
been in many instances dimensional in
character. Progress in the treatment of a-
ortic aneurysm, for example, has depend-
ed critically on quantitative studies of the
relative riskofdeath respectively fromvas-
cular surgery and from aneurysm rupture.
The key variable in these studies is the
diameter of the aneurysm.The risk of rup-
ture increases as the aneurysm expands.
In most people this happens slowly, and
international guidelines recommend an-
nual monitoring until the diameter of the
patient’s aneurysm reaches five and a half
centimeters, this being the point at which
the risk of rupture within the next twelve
months (5%) is sufficient to justify the risks
of surgery4.

Vascular surgical sciencehas thusmade
progress by combining categorical with
dimensional approaches. Similar com-

bined approaches continue to be adopt-
ed in ongoing research on the manage-
ment of aortic aneurysm. The object of
interest remains the categorically defined
disease entity “aortic aneurysm”; the key
variables remain the essentially dimen-
sional variables of relative risk.

Psychopathology, it is true, is different
from and in certain respects more com-
plex than vascular pathology. There are,
for example, no counterparts in vascular
pathology of the conceptual challenges
presented by comorbidity in psychopa-
thology (reflected in the difficulties de-
scribed by Krueger et al in establishing
a stable hierarchical structure for their
dimensional approach). Comorbidities are,
of course, common in vascular pathology,
but the requisite divisions and distinc-
tions are largely unproblematic. Similarly
unproblematic in vascular pathology are
criteria of functioning. Descriptively simi-
lar experiences of voice hearing, for ex-
ample, may be for one person functional-
ly impairing and for another empower-
ing5,6. A swelling aorta, by contrast, is a
functionally impaired aorta for anyone.

Such differences, though, make the ex-
ample of vascular pathology more rather
than less pertinent for psychopathology. If
progress in vascular pathology has been
achievedwith a combined categorical and
dimensional approach, it is at the very
least likely that a similar approach will be
needed if progress is to be made with the
morecomplex challengesofpsychopathol-
ogy. The point, anyway, is general. All sci-
ences make progress through quantifica-
tion. But progress through quantification
has usually been by way of addition, not
substitution. This is evident throughout
the medical and biological sciences. It is
evident, too, in physics, surely the para-
digm of a successful quantitative science
(think of wave/particle dualism in quan-
tum mechanics). So why should psycho-
pathology be any different?

Krueger et al might reply: “because
this is where the science leads”. In the
opening paragraphs of their paper, they
claim in support of their HiTOP model
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the high ground of empirical science,
contrasting this with what they describe
as the received authority of the DSM. But
this is tendentious. The scientific basis
specifically of DSM-5 has indeed been
widely criticized7. But the criticism is
precisely that DSM-5 has departed from
the explicitly evidence-based principles
on which earlier revisions of the DSM
(and ICD) were based. Notably, the Re-
search Domain Criteria project, although
bracketed by Krueger et al with DSM-5,
was in fact inspired by much the same
aims as HiTOP for a return to empiricism
in psychopathological research8.

We should thuswelcome the advances
in quantification of psychopathology de-
scribed by Krueger et al. But we should
welcome these advances as adding to
rather than displacing categorical classi-

fications as the basis of psychopathologi-
cal science. More will be required for
effective translation of psychopathologi-
cal science into practice. In vascular sur-
gery, translation has required teamwork
rather than competition between profes-
sionals, and attention to values as well as
evidence9. But, as to the science, the ex-
ample of vascular surgery suggests that it
is time for a change of conjunction. For
fifty years the focus of debate in psycho-
pathology has been “categorical or con-
tinuous”. The example of vascular sur-
gery suggests that its time to think in-
stead “categorical and continuous”.
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In this paper we report the clinical utility of the diagnostic guidelines for ICD-11 mental, behavioural and neurodevelopmental disorders as as-
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(World Psychiatry 2018;17:306–315)

The World Health Organization (WHO) has released the
11th revision of the International Classification of Diseases
and Related Health Problems to its member states to prepare
for implementation1. The new classification will be presented
for approval by the World Health Assembly, the WHO’s gov-
erning body, in May 2019.

As we have previously described2-5, an important focus in
the development of the ICD-11 chapter on Mental, Behaviour-
al and Neurodevelopmental Disorders by the WHO Depart-
ment of Mental Health and Substance Abuse has been to im-
prove its clinical utility.

For the purpose of developing the ICD classification of men-
tal disorders, theWHOhas defined the clinical utility of a classi-

fication construct, category, or system as depending on: a) its
value in communicating (e.g., among practitioners, patients,
families, administrators); b) its implementation characteristics
in clinical practice, including its goodness of fit (i.e., accuracy
of description), its ease of use, and the time required to use it
(i.e., feasibility); and c) its usefulness in selecting interventions
and in making clinical management decisions2. This definition
is based in part on those proposed byM. First and colleagues6,7.

Similar concepts had also been included in the ICD-10 field
trails8,9, which asked clinicians to provide ratings of goodness
of fit, confidence in their selected diagnosis, ease or difficulty
of making a diagnosis, and adequacy of the diagnostic guide-
lines for cases evaluated as a part of the study.
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In a recent study10, we expanded the operationalization of
clinical utility considerably to include an assessment of utility
in relation to specific components of the diagnostic guidelines
as well as to specific uses of the guidelines (e.g., meeting ad-
ministrative requirements, assigning a diagnosis, treatment
selection, communication, teaching).

Moreover, the WHO Department of Mental Health and
Substance Abuse has conducted a major programmatic field
studies effort for ICD-11 focusing on clinical utility3. This pro-
gram of research extends the concept of clinical utility to in-
clude diagnostic accuracy and diagnostic consistency, as diag-
noses that are neither accurate nor reliable are unlikely to be
useful.

Thus, there are both subjective and objective components
to clinical utility, and these overlap to some extent with both
reliability and validity2. Clinical utility is not simply a matter of
clinician preferences. Nonetheless, the subjective components
are important because clinicians who do not feel that a classifi-
cation system provides them with useful and valuable infor-
mation are unlikely to apply it carefully, with major implica-
tions for the quality of health encounter data related to diag-
nosis.

Finally, with the goal of improving clinical utility, the De-
partment of Mental Health and Substance Abuse has made a
series of substantive changes in the Clinical Descriptions and
Diagnostic Guidelines (CDDG) for ICD-11 Mental, Behaviour-
al and Neurodevelopmental Disorders as compared to the
ICD-10 CDDG11. The CDDG is the version that is intended to
be used by mental health professionals in clinical settings.
Many of these changes have involved ensuring that the ICD-11
CDDG provide consistent and relatively uniform diagnostic in-
formation across the various categories4, something that has
been identified as a shortcoming of the ICD-10 CDDG. Diag-
nostic guidelines have been drafted so as to allow for the ap-
propriate exercise of clinical judgment, minimizing the use of
arbitrary or pseudo-precise symptom counts and cutoffs when
these are not strongly supported by evidence. The new struc-
ture of groupings and categories for ICD-11 is also intended to
be more logical and more consistent with how clinicians con-
ceptualize mental disorders12,13.

The data presented in this paper were collected as a part
of the ICD-11 developmental field study of reliability of dia-
gnoses of high-burden mental disorders, undertaken in 13
countries around the world. The initial reliability data have
been published in this journal14, indicating that the joint-rater
reliability of the ICD-11 diagnostic guidelines ranged from
moderate to almost perfect (.45 to .88)15, and was generally su-
perior to results obtained for ICD-108. The current paper focuses
on clinicians’ evaluations of the clinical utility of the diagnostic
guidelines, using a scale that is based in part on clinical utility
concepts from the ICD-10 field trial, but that more fully oper-
ationalizes theWHO’s definition of clinical utility for ICD-11.

METHODS

Study design and procedures

Two study protocols were implemented to assess the clini-
cal utility and the reliability of the proposed ICD-11 diagnostic
guidelines. Protocol 1 tested the utility and reliability of the
guidelines for schizophrenia and other primary psychotic dis-
orders and for mood disorders, while Protocol 2 tested the
guidelines for mood disorders, anxiety and fear-related dis-
orders, and disorders specifically associated with stress.

Adult (≥18 years of age) patients exhibiting any psychotic
symptoms and presenting for care at a participating study site
were eligible to participate in Protocol 1, while adult patients
exhibiting mood symptoms, anxiety symptoms, or stress-re-
lated symptoms but no psychotic symptoms and presenting
for care at the participating field study center were eligible to
participate in Protocol 2. Prospective participants who met
these criteria were excluded only if they could not reasonably
be expected to participate in the diagnostic assessment (e.g.,
for reasons of language or cognitive impairment).

These relatively loose criteria were in part intended to more
closely approximate the natural circumstances under which
the ICD-11 will be implemented in mental health settings.

Study protocols were implemented at 28 sites in 13 coun-
tries14. The local language was always used for the diagnostic
assessments. The ICD-11 guidelines, training materials, and
all material for the study were developed in English and then
translated into four other languages: Chinese, Japanese, Rus-
sian and Spanish. For Tunisia, the guidelines, but not all of the
other training materials, were translated into French. In other
sites where English was not the local language (e.g., Brazil,
Italy), the English guidelines and training materials were used
even though the interviews were conducted in the local lan-
guage, again replicating the circumstances under which the
ICD-11 will be implemented in many settings. Details on clini-
cian recruitment and training, study implementation pro-
cesses, data collection, and ethical clearance have been pro-
vided previously14.

Following informed consent, patients were interviewed by
two clinicians with whom they had not had any prior clinical
contact. One clinician rater served as the primary interviewer
and the second as an observer. The observer was allowed to
ask additional follow-up questions at the end of the interview.
Based on the interview, clinician raters independently arrived
at a diagnostic formulation consisting of up to three diagnoses.
Diagnoses were non-hierarchical (i.e., not specified as pri-
mary, secondary or tertiary) and could fall within any mental,
behavioural or neurodevelopmental disorder diagnostic group-
ing in the ICD-11. Participating clinicians could also specify
a non-mental or behavioural disorder diagnosis, or no diag-
nosis.
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After finalizing their selected diagnostic formulation, clini-
cians were asked twelve detailed questions about the clinical
utility of the diagnostic guidelines as applied to that particular
patient. These included: core clinical utility questions (ease of
use, goodness of fit, clarity and understandability), questions
on implementation characteristics of the guidelines (level of
detail, feasibility of assessment requirements, time required),
questions about the utility of specific sections of the guide-
lines (boundary with normality and differential diagnosis),
and questions about the utility of the guidelines for specific
purposes (selecting a treatment, predicting prognosis, com-
municating with other professionals, educating patients and
family members). Specific wording of the questions and the
Likert-type response options for each question are shown in
Table 1.

Clinicians provided clinical utility ratings for the specific cat-
egories that were part of diagnostic groupings which were the
focus of Protocols 1 and 2, i.e., schizophrenia and other pri-
mary psychotic disorders, mood disorders (including depres-
sive disorders and bipolar disorders), anxiety and fear-related
disorders, and disorders specifically associated with stress. If
more than one diagnosis from these groupings was applied to
a particular patient, clinical utility ratings were made for all
such selected diagnoses taken together rather than for each
diagnosis separately.

Participants

A total of 339 clinicians from the 28 study sites in 13 coun-
tries served as clinician raters for Protocol 1 and/or Protocol 2.
The mean age of clinician raters was 37.2�8.3 years, and their
ages were comparable across countries. There was a slight ma-
jority of male clinician raters in the global sample (56.6%). The
overwhelming majority of clinician raters in the study were
psychiatrists (93.2%), with a small representation of psycholo-
gists (3.8%), nurses (1.5%) and other health care professionals
(1.5%). Clinicians had an average of 7.6�7.5 years of profes-
sional clinical experience following completion of their clinical
training (including post-graduate training).

As shown in Table 2, 1,806 patients participated in the study
for Protocol 1 (N=1,041) or Protocol 2 (N=765). The average
age of participating patients was 39.9�13.7 years, and was
comparable across countries. The global patient sample had
an equal gender distribution. Themarital status of themajority
of patients across countries was single (54.9%); 33.1% were
married/cohabitating, 9.8% were separated or divorced, and
2.2% were widowed. More than half of the patients in the glob-
al sample were unemployed (55.9%) and only 22.3% had full
time employment. A slight majority of patients who partici-
pated in the study were inpatients (55.0%) and the remainder
were mostly outpatients (44.4%). The small remaining propor-
tion (0.6%) were enrolled in other types of programs such as
partial day hospitalization.

Data collection, management and processing

Clinician interviewers entered interview data using the Elec-
tronic Field Study System (EFSS), a secure web-based data col-
lection system developed using Qualtrics™ (Provo, UT, USA)
survey software, made available in all five study languages.
Data from the sites were stored and managed centrally by the
Data Coordinating Center (DCC) at Columbia University.

Data quality was established through continuous monitor-
ing of the data collection procedures by local research staff at
each site and through use of programmed functions within
Qualtrics™, such as forced response and content validation
options. This provided a mechanism for collecting data in a
standardized, uniform format from all sites. Site-based re-
search teams kept records of any errors in data entry that were
discovered during the review process and these were passed
on to the DCC for correction.

Data analysis

A total of 3,608 sets of clinical utility ratings were made by
the 339 clinicians. Because there were two raters for each pa-
tient, the N for each analysis should be double that of the num-
ber of patients (N=1,806; see Table 1), but in four cases only
one set of ratings was available for a particular patient.

Clinician raters’ responses to each of the 12 clinical utility
variables were summarized using frequency counts for each
response. To provide a metric of overall favorable responses,
ratings of “Quite” and “Extremely” were combined for ques-
tions where this was appropriate (see Table 1). Responses to
the clinical utility variables by country were also calculated
(not all reported; available from the authors by request), as
were responses to clinical utility for the five most commonly
used diagnoses.

For reliability analyses, intraclass kappa coefficients were
calculated with bootstrapped 95% confidence intervals, based
on 1,000 resamples, for each country. Reliability coefficients
were calculated for only the most common diagnoses within
the study (i.e., N≥130), to maximize the chance of having a
sufficient number of diagnoses within a country to estimate
kappa. Per-diagnosis ratings of clinical utility were also calcu-
lated for these same diagnoses.

RESULTS

Clinical utility ratings across countries are shown in Table 1.
Evaluations were overwhelmingly positive, though with some
differences between items.

For the three core clinical utility questions (ease of use,
goodness of fit, clarity and understandability), the overwhelm-
ing majority of participants (82.5 to 83.9%) provided ratings of
“Quite” or “Extremely”, indicating favourable clinical utility.
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For implementation characteristics, a large majority in-
dicated that the guidelines did not impose assessment re-
quirements that were difficult to apply (84.7%), provided
about the right level of detail (90.4%), and took about the

same amount of time or less time than their usual practice
(86.1%).

Regarding specific sections, the manner in which the guide-
lines provided guidance about differentiating disorders from

Table 1 Clinical utility questions and responses across countries (N=3,608)

Core clinical utility questions

Please rate the overall ease of use of the diagnostic guidelines with respect to this patient:

Not at all:
32 (0.9%)

Somewhat:
556 (15.4%)

Quite:
2,471 (68.5%)

Extremely:
549 (15.2%)

Quite + extremely:
3,020 (83.7%)

Please rate the overall goodness of fit or accuracy of the diagnostic guidelines with respect to this patient:

Not at all:
28 (0.8%)

Somewhat:
604 (16.7%)

Quite:
2,497 (69.2%)

Extremely:
479 (13.3%)

Quite + extremely:
2,976 (82.5%)

Please rate the extent towhich the diagnostic guidelines were clear and understandable overall as applied to this patient:

Not at all:
14 (0.4%)

Somewhat:
567 (15.7%)

Quite:
2,473 (68.5%)

Extremely:
554 (15.4%)

Quite + extremely:
3,027 (83.9%)

Implementation characteristics

Which of the following statements best describes your evaluation of the level of detail and specificity of the essential features for the diagnosis or diagnoses that
you applied to this patient?

Insufficient:
148 (4.1%)

About the right amount:
3,275 (90.8%)

Toomuch:
185 (5.1%)

Please rate the extent towhich the guidelines imposed assessment requirements that were difficult to apply to this patient (e.g., requirements that rely too much
on the patient’s memory of remote events or the patient’s ability to report temporal relationships between symptoms):

Very difficult:
35 (1.0%)

Somewhat difficult:
518 (14.4%)

Quite easy:
2,752 (76.3%)

Extremely easy:
303 (8.4%)

Quite + extremely easy:
3,055 (84.7%)

Howwould you describe the amount of time that it took you to apply all of the Essential Features to this patient for the diagnosis or diagnoses that you selected,
in comparison to your usual clinical practice?

Much longer:
30 (0.8%)

Somewhat longer:
472 (13.1%)

About the same:
2,669 (74.0%)

Shorter:
437 (12.1%)

Specific sections

Please rate the extent towhich the description of the boundary between disorder and normality contained in the guidelines was useful as applied to this patient:

Not at all:
78 (2.2%)

Somewhat:
770 (21.3%)

Quite:
2,304 (63.9%)

Extremely:
456 (12.6%)

Quite + extremely:
2,760 (76.5%)

Please rate the extent towhich the description of the boundary between this patient’s disorder and other disorders (section on differential diagnosis) was useful
as applied to this patient:

Not at all:
49 (1.4%)

Somewhat:
762 (21.1%)

Quite:
2,322 (64.4%)

Extremely:
475 (13.2%)

Quite + extremely:
2,797 (77.5%)

Specific uses

How useful would the diagnostic guidelines be in helping you to select a treatment for this patient?

Not at all:
70 (1.9%)

Somewhat:
887 (24.6%)

Quite:
2,223 (61.6%)

Extremely:
428 (11.9%)

Quite + extremely:
2,651 (73.5%)

How useful would the diagnostic guidelines be in helping you to assess this patient’s prognosis?

Not at all:
83 (2.3%)

Somewhat:
1,055 (29.2%)

Quite:
2,104 (58.3%)

Extremely:
366 (10.1%)

Quite + extremely:
2,470 (68.5%)

How useful would the diagnostic guidelines be in helping you to communicate about this patient with a colleague or other health care professional?

Not at all:
49 (1.4%)

Somewhat:
746 (20.7%)

Quite:
2,216 (61.4%)

Extremely:
597 (16.5%)

Quite + extremely:
2,813 (78.0%)

How useful would the diagnostic guidelines be in helping you to educate this patient and/or family about his or her condition?

Not at all:
52 (1.4%)

Somewhat:
884 (24.5%)

Quite:
2,236 (62.0%)

Extremely:
436 (12.1%)

Quite + extremely:
2,672 (74.1%)
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normality and from other disorders was also rated very posi-
tively, with 76.5% and 77.5% of participants, respectively, indi-
cating that these sections were quite or extremely useful.

Regarding the clinical utility of the guidelines for specific
purposes, 78.0% of participants indicated that they would be
quite or extremely useful for communicating with colleagues
or other professionals. The lowest, though still positive overall,
ratings were provided for potential usefulness in selecting a
treatment (73.5%) and assessing prognosis (68.5%).

We also examined variations in clinical utility ratings across
countries. Table 3 shows ratings by country for the three core
clinical utility questions. Ratings by country for other clinical
utility variables (see Table 1) are not reported here, but are
available upon request. The most apparent variation across
these three questions is that the ratings shown are substantial-
ly lower for Japan (47.9 to 49.7% answering “Quite” or “Ex-
tremely”) and somewhat lower for Tunisia (69.0 to 70.4%) as
compared to the proportion of participants answering “Quite”
or “Extremely” for other countries (81.5 to 97.9%).

If variability in perceived clinical utility were directly related
to the adequacy of the guidelines, it might be expected that
perceived clinical utility and inter-rater reliability would vary
together. Table 4 shows concurrent reliability or joint rater
agreement, represented by interclass kappa with bootstrapped
95% confidence intervals, for the five most common diagnoses
among the sample: schizophrenia, schizoaffective disorder, bi-
polar type I disorder, single episode depressive disorder and
recurrent depressive disorder. While there is clearly variability
in reliability by country, there is not a discernible relationship
between lower ratings of clinical utility by Japanese and Tuni-
sian participants and the reliability of their diagnostic assign-
ments. Conversely, lower reliability coefficients (e.g., for the
Russian Federation) did not correspond with low perceptions
of clinical utility.

Clinical utility ratings by diagnosis are shown for these
same five diagnoses in Table 5. Across the three core overall
clinical utility questions, depressive disorders had slightly
lower ratings than schizophrenia, schizoaffective disorder,
and bipolar disorder. Slightly lower reliability estimates for
single episode depressive disorder and recurrent depressive
disorder appear to correspond to slightly lower clinical utility
ratings for these categories, but schizoaffective disorder had
very high clinical utility ratings in spite of having similarly low-
er reliability.

DISCUSSION

In the current analyses, clinician ratings of clinical utility of
the proposed ICD-11 diagnostic guidelines proved to be very
positive overall. This was likely in part related to the attention
to clinical utility in the construction of the guidelines4, as well
as the fact that they had already been tested in Internet-based
studies in global, multilingual studies via the Global Clinical

Practice Network (https://gcp.network) and refined on that
basis16,17.

The guidelines were perceived as easy to use, correspond-
ing accurately to patients’ presentations (i.e., goodness of fit),
clear and understandable, providing an appropriate level of
detail, taking about the same or less time than clinicians’ usual
practice, and providing useful guidance about distinguishing
disorder from normality and from other disorders. Clinicians
evaluated the guidelines as relatively less useful for treatment
selection and assessing prognosis than for communicating
with other health professionals, though the former ratings were
still positive overall.

As described, two of the core clinical utility questions used
in this study were based on questions used in the ICD-10 field
study8,9. In that study, 82.5% of participating global clinicians
rated the goodness of fit of ICD-10 guidelines as good or very
good, and 85.0% said that they were moderately or very easy to
use18. These percentages are nearly identical to the ones ob-
tained in this study for the ICD-11 guidelines, but differences
in the scaling (see Table 1) suggest that the current results
could be viewed as more positive.

It should be noted that participating clinicians would likely
have been disposed to view the guidelines positively, given
that they were participating in a WHO field study about the
new global classification system in which their institutions
were specifically involved. There may have been both a posi-
tive cognitive bias and a social desirability element to their re-
sponses. It is possible that clinicians not participating in this
type of study will greet the ICD-11 guidelines with less en-
thusiasm when asked to implement them within their clinical
settings. However, this would be true of any parallel assess-
ment of clinical utility such as those for ICD-108,9,18 and DSM-
519, and does not change the overall interpretation of the re-
sults.

The pattern of results related to the usefulness of guidelines
for specific functions (e.g., treatment selection, prognosis,
communicating with other professionals) is entirely consistent
with the pattern of results from a separate survey regarding
clinicians’ current use of the ICD-10, DSM-IV, and DSM-510. It
is expected that ratings of the utility of treatment selection and
prognosis might not be as high as other uses of the ICD-11, as
many treatments are not specific to a single diagnostic label20,
nor is the ICD-11 intended to be a treatment guide.

It is nonetheless reassuring that, although following the
same pattern, clinicians’ ratings of the usefulness of the ICD-
11 diagnostic guidelines they had just used for treatment se-
lection, assessing prognosis, and educating patients and fam-
ilies were substantially higher than the ratings clinicians par-
ticipating in the other study made about the ICD-10 or the
DSM-IV or the DSM-510. Even so, this may be an inherent limi-
tation of current categorical classification systems (i.e., ICD-11,
ICD-10, and DSM-5), which are not organized around themost
meaningful typologies for selecting treatment or establishing
prognosis20,21. Future efforts at creating a closer link between
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Table 3 Clinical utility ratings by country for three core questions

Ease of use

Not at all Somewhat Quite Extremely Quite + extremely

Brazil (N=200) 4 (2.0%) 30 (15.0%) 125 (62.5%) 41 (20.5%) 166 (83.0%)

Canada (N=106) 0 19 (17.9%) 71 (67.0%) 16 (15.1%) 87 (82.1%)

PRChina (N=405) 3 (0.7%) 62 (15.3%) 306 (75.6%) 34 (8.4%) 340 (84.0%)

India (N=418) 3 (0.7%) 46 (11.0%) 291 (69.6%) 78 (18.7%) 369 (88.3%)

Italy (N=200) 0 13 (6.5%) 125 (62.5%) 62 (31.0%) 187 (93.5%)

Japan (N=336) 13 (3.9%) 161 (47.9%) 147 (43.8%) 15 (4.5%) 162 (48.2%)

Lebanon (N=206) 1 (0.5%) 15 (7.3%) 147 (71.4%) 43 (20.9%) 190 (92.2%)

Mexico (N=306) 1 (0.3%) 25 (8.2%) 213 (69.6%) 67 (21.9%) 280 (91.5%)

Nigeria (N=264) 0 13 (4.9%) 185 (70.1%) 66 (25.0%) 251 (95.1%)

Russian Fed. (N=208) 0 25 (12.0%) 166 (79.8%) 17 (8.2%) 183 (88.0%)

Spain (N=140) 0 3 (2.1%) 133 (95.0%) 4 (28.6%) 137 (97.9%)

South Africa (N=413) 3 (0.7%) 25 (6.1%) 303 (73.4%) 82 (19.9%) 385 (93.2%)

Tunisia (N=406) 4 (1.0%) 119 (29.3%) 259 (63.8%) 24 (5.9%) 283 (69.7%)

Goodness of fit

Not at all Somewhat Quite Extremely Quite + extremely

Brazil (N=200) 6 (3.0%) 31 (15.5%) 120 (60.0%) 43 (21.5%) 163 (81.5%)

Canada (N=106) 1 (0.9%) 28 (26.4%) 63 (59.4%) 14 (13.2%) 77 (72.6%)

PRChina (N=405) 4 (1.0%) 58 (14.3%) 293 (72.3%) 50 (12.3%) 343 (84.6%)

India (N=418) 3 (0.7%) 49 (11.7%) 293 (70.1%) 73 (17.5%) 366 (87.6%)

Italy (N=200) 0 11 (5.5%) 123 (61.5%) 66 (33.0%) 189 (94.5%)

Japan (N=336) 7 (2.1%) 168 (50.0%) 149 (44.3%) 12 (3.6%) 161 (47.9%)

Lebanon (N=206) 1 (0.5%) 20 (9.7%) 139 (67.5%) 46 (22.3%) 185 (89.8%)

Mexico (N=306) 2 (0.7%) 37 (12.1%) 209 (68.3%) 58 (19.0%) 267 (87.3%)

Nigeria (N=264) 0 22 (8.3%) 195 (73.9%) 47 (17.8%) 242 (91.7%)

Russian Fed. (N=208) 0 28 (13.5%) 162 (77.9%) 18 (8.7%) 180 (86.5%)

Spain (N=140) 0 7 (5.0%) 127 (90.7%) 6 (4.3%) 133 (95.0%)

South Africa (N=413) 2 (0.5%) 27 (6.5%) 360 (87.2%) 24 (5.8%) 384 (93.0%)

Tunisia (N=406) 2 (0.5%) 118 (29.1%) 264 (65.0%) 22 (5.4%) 286 (70.4%)

Clarity and understandability

Not at all Somewhat Quite Extremely Quite + extremely

Brazil (N=200) 1 (0.5%) 20 (10.0%) 141 (70.5%) 38 (19.0%) 179 (89.5%)

Canada (N=106) 0 18 (17.0%) 65 (61.3%) 23 (21.7%) 88 (83.0%)

PRChina (N=405) 2 (0.5%) 55 (13.6%) 296 (73.1%) 52 (12.8%) 348 (85.9%)

India (N=418) 2 (0.5%) 51 (12.2%) 281 (67.2%) 84 (20.1%) 365 (87.3%)

Italy (N=200) 0 7 (3.5%) 115 (57.5%) 78 (39.0%) 193 (96.5%)

Japan (N=336) 5 (1.5%) 164 (48.8%) 154 (45.8%) 13 (3.9%) 167 (49.7%)

Lebanon (N=206) 0 22 (10.7%) 147 (71.4%) 37 (18.0%) 184 (89.3%)

Mexico (N=306) 1 (0.3%) 25 (8.2%) 214 (69.9%) 66 (21.6%) 280 (91.5%)

Nigeria (N=264) 0 17 (6.4%) 191 (72.3%) 56 (21.2%) 247 (93.6%)

Russian Fed. (N=208) 0 26 (12.5%) 159 (76.4%) 23 (11.1%) 182 (87.5%)

Spain (N=140) 0 6 (4.3%) 127 (90.7%) 7 (5.0%) 134 (95.7%)

South Africa (N=413) 1 (0.2%) 32 (7.7%) 328 (79.4%) 52 (12.6%) 380 (92.1%)

Tunisia (N=406) 2 (0.5%) 124 (30.5%) 255 (62.8%) 25 (6.2%) 280 (69.0%)
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Table 4 Concurrent reliability (joint rater agreement, represented by interclass kappa) and bootstrapped 95% confidence interval (CI) for five most
common diagnoses by country

Kappa (95%CI)

Country Schizophrenia
Schizoaffective

disorder
Bipolar type I

disorder
Single episode

depressive disorder
Recurrent depressive

disorder

Brazil (N=100) .61 (.39 to .79) .45 (.14 to .73) .85 (.56 to 1.00) .43 (�.03 to .78) -

Canada (N=53) - - - .65 (.30 to .90) .85 (.68 to .96)

PRChina (N=203) .96 (.92 to .99) - .87 (.78 to .95) .32 (�.02 to .66) .71 (.55 to .84)

India (N=209) .90 (.82 to .96) .59 (�.01 to .91) .88 (.78 to .96) .76 (.61 to .87) .85 (.70 to .97)

Italy (N=100) .85 (.74 to .96) .79 (.59 to .93) .95 (.84 to 1.00) - -

Japan (N=168) .90 (.82 to .97) - .77 (.53 to .94) .77 (.61 to .90) .75 (.61 to .87)

Lebanon (N=103) .95 (.86 to 1.00) .82 (.64 to .95) .82 (.67 to .93) - .64 (.29 to .88)

Mexico (N=153) .87 (.76 to .96) .38 (�.02 to .74) - .46 (.27 to .62) .64 (.52 to .76)

Nigeria (N=132) .93 (.86 to .98) .71 (.45 to .89) .83 (.68 to .94) .93 (.72 to 1.00) -

Russian Fed. (N=104) .54 (.33 to .73) .45 (.20 to .66) .52 (�.02 to .88) - -

South Africa (N=208) .71 (.60 to .81) .68 (.55 to .80) .80 (.71 to .88) - .76 (.40 to 1.00)

Spain (N=70) .84 (.51 to 1.00) - .86 (.70 to .97) .58 (.24 to .84) .83 (.58 to 1.00)

Tunisia (N=203) .84 (.75 to .92) .59 (.30 to .80) .69 (.52 to .84) .63 (.41 to .80) .50 (.24 to .71)

Overall .87 (.84 to .89) .66 (.58 to .72) .84 (.81 to .87) .64 (.57 to .77) .74 (.69 to .79)

Cells without values are those with an insufficient number of observations to calculate kappa

Table 5 Clinical utility ratings for three core questions for five most common diagnoses

Ease of use

Not at all Somewhat Quite Extremely Quite + extremely

Schizophrenia 4 (0.3%) 127 (10.0%) 896 (70.9%) 237 (18.8%) 1133 (89.6%)

Schizoaffective disorder 0 24 (11.1%) 166 (76.5%) 27 (12.4%) 193 (88.9%)

Bipolar type I disorder 1 (0.2%) 64 (10.8%) 412 (69.8%) 113 (19.2%) 525 (89.0%)

Single episode depressive disorder 1 (0.4%) 56 (21.5%) 165 (63.5%) 38 (14.6%) 203 (78.1%)

Recurrent depressive disorder 4 (0.9%) 78 (18.4%) 290 (68.6%) 51 (12.1%) 341 (80.6%)

Goodness of fit

Not at all Somewhat Quite Extremely Quite + extremely

Schizophrenia 3 (0.2%) 141 (11.2%) 897 (71.0%) 223 (17.6%) 1120 (88.6%)

Schizoaffective disorder 0 33 (15.2%) 163 (75.1%) 21 (9.7%) 184 (84.8%)

Bipolar type I disorder 1 (0.2%) 65 (11.0%) 446 (75.6%) 78 (13.2%) 524 (88.8%)

Single episode depressive disorder 1 (0.4%) 58 (22.3%) 173 (66.5%) 29 (11.2%) 202 (77.7%)

Recurrent depressive disorder 3 (0.7%) 81 (19.1%) 284 (67.1%) 55 (13.0%) 339 (80.1%)

Clarity and understandability

Not at all Somewhat Quite Extremely Quite + extremely

Schizophrenia 1 (0.1%) 134 (10.6%) 890 (70.4%) 239 (18.9%) 1129 (89.3%)

Schizoaffective disorder 0 26 (12.0%) 161 (74.2%) 30 (13.8%) 191 (88.0%)

Bipolar type I disorder 0 61 (10.3%) 434 (73.6%) 95 (16.1%) 529 (89.7%)

Single episode depressive disorder 0 48 (18.5%) 174 (66.9%) 39 (15.0%) 213 (81.9%)

Recurrent depressive disorder 0 82 (19.4%) 283 (66.9%) 58 (13.7%) 341 (80.6%)

This analysis excluded diagnostic formulations in which more than one of the five index diagnoses included in the table had been assigned (N=853)
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mental health diagnosis and treatment planning would be a
worthwhile endeavor from the perspective of enhancing public
health, but would need to take a variety of other factors into ac-
count (e.g., functional status, treatment availability and accept-
ability).

Looking at country-level clinical utility ratings, it is clear that
clinicians’ perceptions of the utility of the diagnostic guide-
lines were similarly positive across a very diverse set of coun-
tries: Brazil, Canada, China, India, Italy, Lebanon, Mexico,
Nigeria, Russia, Spain, and South Africa. This may reflect the
substantial international participation in the development of
the guidelines, with all WHO regions represented and a sub-
stantial number of experts from low- andmiddle-income coun-
tries included in all ICD-11 Working Groups, as well as prior
international multilingual testing via the Global Clinical Prac-
ticeNetwork.

It is encouraging that conducting the clinical assessment in
a wide range of local languages did not seem to impact the
perceived utility of the diagnostic guidelines. The main devi-
ation from this was the substantially lower ratings of clinical
utility made by Japanese participants and the somewhat lower
(though still positive) ratings made by Tunisian participants.
For Japan, it is possible that these differences are partly related
to a cultural tendency not tomake extreme ratings, either posi-
tive or negative22, and for both countries this may have been
affected by the particular characteristics of the clinician raters
involved. For Tunisia, not having all of the training materials
available in French may have affected the outcome. However,
it is also possible that the proposed ICD-11 diagnostic guide-
lines specifically correspond less well to presentations of men-
tal disorders more characteristic of Japanese and Tunisian pa-
tients as compared to patients from other countries. Further
research will be necessary to understand more about global
variation in the perceived clinical utility of diagnostic guide-
lines.

It is important to note, however, that the observed vari-
ations in perceived clinical utility, either by country or by diag-
nosis, had no discernible relationship to variations in reliabil-
ity. In particular, the lower ratings by Japanese participants of
clinical utility did not seem to impact their ability to apply the
guidelines consistently. Similarly, instances of lower reliability
did not result in correspondingly poorer ratings of clinical
utility. This finding highlights the importance of taking into
account multiple characteristics of the classification system
when evaluating its performance. Neither clinical utility rat-
ings nor reliability estimates provide the whole story.

This paper adds to our previous finding that inter-diagnos-
tician reliability using the proposed ICD-11 diagnostic guide-
lines was moderate to almost perfect (.45 to .88)15 for mental
disorders accounting for the greatest proportion of global dis-
ease burden and the highest levels of service utilization among
adult patients presenting for treatment at 28 participating cen-
ters in 13 countries14. Reliability was superior overall to that
previously reported for equivalent ICD-10 guidelines.

WHO’s model for ICD-112 does not consider clinical utility
as defined solely by preference ratings. Instead, it is a dynamic
construct that is directly integrated with the actual use of the
manual as intended. As such, adequate reliability or consist-
ency of application across the globe is also evidence of the
clinical utility of the new ICD-11 guidelines.

CONCLUSIONS

The 11th revision of the Mental, Behavioural and Neurode-
velopmental Disorders chapter of the ICD has made sub-
stantive changes to the conceptualization of many disorders,
which may impact their clinical utility, in addition to their reli-
ability and validity. This study is part of a program of field
studies focused on clinical utility adopted by WHO in revising
theMental and Behavioural Disorders chapter of ICD-103.

In clinical settings, the ICD functions partly as an inter-
face between health encounters and health information13, and
diagnostic guidelines that are experienced by their intended
users as lacking in clinical utility have little chance of being im-
plemented faithfully and consistently. In this event, the validity
of the diagnostic components of health encounter data would
be seriously compromised, with downstream implications for
the quality of decision-making regarding health policy and
programmes and resource allocation based on those data.

Therefore, field studies that assess perceived clinical utility
of the proposed ICD-11 diagnostic guidelines among its in-
tended users have very important implications. For this rea-
son, the study was conducted in a broad spectrum of second-
ary and tertiary mental health care settings across countries
with varied languages, cultures, and resource levels.

Overall, the results provide considerable reason to be opti-
mistic about the perceived clinical utility of the ICD-11 among
global clinicians.
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Psychological treatments are increasingly regarded as useful interventions for schizophrenia. However, a comprehensive evaluation of the avail-
able evidence is lacking and the benefit of psychological interventions for patients with current positive symptoms is still debated. The present
study aimed to evaluate the efficacy, acceptability and tolerability of psychological treatments for positive symptoms of schizophrenia by applying
a network meta-analysis approach, that can integrate direct and indirect comparisons. We searched EMBASE, MEDLINE, PsycINFO, PubMed,
BIOSIS, Cochrane Library, World Health Organization’s International Clinical Trials Registry Platform and ClinicalTrials.gov for randomized
controlled trials of psychological treatments for positive symptoms of schizophrenia, published up to January 10, 2018. We included studies on
adults with a diagnosis of schizophrenia or a related disorder presenting positive symptoms. The primary outcome was change in positive symp-
toms measured with validated rating scales. We included 53 randomized controlled trials of seven psychological interventions, for a total of 4,068
participants receiving the psychological treatment as add-on to antipsychotics. On average, patients were moderately ill at baseline. The network
meta-analysis showed that cognitive behavioural therapy (40 studies) reduced positive symptoms more than inactive control (standardized mean
difference, SMD=−0.29; 95% CI: –0.55 to −0.03), treatment as usual (SMD=−0.30; 95% CI: –0.45 to −0.14) and supportive therapy (SMD=−0.47;
95% CI: –0.91 to −0.03). Cognitive behavioural therapy was associated with a higher dropout rate compared with treatment as usual (risk ratio,
RR=0.74; 95% CI: 0.58 to 0.95). Confidence in the estimates ranged from moderate to very low. The other treatments contributed to the network
with a lower number of studies. Results were overall consistent in sensitivity analyses controlling for several factors, including the role of re-
searchers’ allegiance and blinding of outcome assessor. Cognitive behavior therapy seems to be effective on positive symptoms in moderately ill pa-
tients with schizophrenia, with effect sizes in the lower to medium range, depending on the control condition.

Key words: Schizophrenia, positive symptoms, psychological interventions, cognitive behavioural therapy, network meta-analysis

(World Psychiatry 2018;17:316–329)

Psychological interventions for schizophrenia have been
developed to address many aspects of the disorder and, ac-
cording to guidelines from the National Institute for Health
and Care Excellence (NICE)1 in the UK and the Schizophrenia
Patient Outcomes Research Team (PORT)2 in the US, are re-
garded as useful interventions.

A number of systematic reviews of randomized studies have
been conducted on these treatments3. However, findings are
unclear and often contradictory. For example, while some re-
views4,5 have found a superiority of cognitive behavioural
therapy (CBT) compared to usual care, other authors could
not replicate this finding when non-blinded randomized con-
trolled trials (RCTs) were excluded6. A Cochrane review found
CBT to be effective in the long term, but not in the short or me-
dium term7, while another meta-analysis did not find a benefit
for CBT8.

Moreover, the current evidence presents several shortcom-
ings. First, all the existing reviews have compared two inter-
ventions at a time using pairwise meta-analysis. This method
summarizes results only when two treatments have already
been compared in existing studies, leaving open questions for
all the other possible comparisons. Even in the review by
Turner et al9, which included only studies comparing two “ac-
tive psychological interventions”, pairwise meta-analysis was
applied to compare each intervention with the pooled others,

again not providing information on the comparisons that were
not already considered in a trial.

Furthermore, the existing reviews have included heteroge-
neous samples, pooling patients with different sets of symp-
toms. No review focused specifically on patients with current
positive symptoms, which are – at least in the acute phase – at
the core of the disorder. Also the review by Zimmermann
et al5, aiming at evaluating the effect of CBT on positive symp-
toms, did not restrict its selection to studies on patients pre-
senting these symptoms.

As a result of these limitations in the current evidence, it is still
unclear whether there are efficacious and acceptable psycho-
logical interventions for treating positive symptoms in schizo-
phrenia.

The aim of the present study was to overcome these limita-
tions by conducting a network meta-analysis, which integrates
direct and indirect comparisons of interventions10, and in-
forms about differences between treatments, even when direct
comparisons are not available. Such ameta-analysis requires a
certain degree of homogeneity in the population, settings and
methods across the studies. A careful definition of the target
population of the intervention is therefore essential in order to
produce information that is useful for clinical practice.

Our network meta-analysis covered psychological interven-
tions addressing positive symptoms of schizophrenia, in pa-
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tients currently experiencing such symptoms, in order to gen-
erate results that will be relevant for this specific population.

METHODS

Study design and participants

The detailed methodology for this systematic review and
network meta-analysis is described in the study protocol, that
was registered a priori at PROSPERO (no. CRD42017067795)
and published3. In reporting results, we followed the PRISMA
extension statement for networkmeta-analyses11,12.

We included studies in adult individuals with a diagnosis of
schizophrenia or a related disorder (such as schizophreniform
or schizoaffective disorder), presenting active positive symp-
toms, or in the phase of acute exacerbation, as defined by in-
clusion criteria of the trial, without restrictions on setting, gen-
der or ethnicity. We optimized homogeneity of studies within
and across treatment comparisons by excluding studies on pa-
tients with predominant negative symptoms or concomitant
medical or psychiatric illness, and patients in their first psycho-
tic episode or at risk of psychosis. Studies were included if at
least 80% of the patients had schizophrenia or related dis-
orders. In case of a mixed population, data about patients with
schizophrenia were extracted, if available. We included the
trials irrespective of the diagnostic criteria used.

Interventions and comparators

As defined a priori in our protocol3, interventions were any
psychological treatments that occur through an interaction be-
tween therapist and patient, either face-to-face individually or
in group, with the primary aim to reduce positive symptoms.

Comparators were classified as follows: a) interventions
(e.g., cognitive remediation, psychoeducation) with a primary
target different from improving positive symptoms (e.g., cogni-
tion, knowledge of the illness, adherence to medication, func-
tioning),whichwere primarily analyzed as separate nodes, then
combined in a sensitivity analysis; b) inactive controls, defined
as interventions intended to control for non-specific aspects of
the therapy (befriending, recreation and support, social activity
therapy, supportive counselling), also sometimes referred to as
“psychological placebos”; c) treatment as usual (i.e., patients
continue to receive standard psychiatric care); d)waiting list.

Outcomes

The primary outcome was the change in positive symptoms
of schizophrenia, as measured by a rating scale such as the
positive subscale of the Positive and Negative Syndrome Scale
(PANSS)13, the positive subscale of the Brief Psychiatric Rating
Scale (BPRS)14, or any other published scale.

Secondary outcomes were: study dropout for any reason
(all-cause discontinuation), effects on overall symptoms of
schizophrenia, effects on negative symptoms, response (as de-
fined in the study), relapse (operationalized by rating scales or,
if not available, rehospitalization due to psychopathology), ad-
herence and insight, changes in depressive symptoms, quality
of life, functioning, adverse events that might be related to psy-
chological treatment (according to Linden et al15), and mortal-
ity (measured as death for any reason, death due to natural
causes, death due to suicide). All outcomes were measured at
study endpoint, as defined in each study.

Search strategy and selection criteria

We searched EMBASE, MEDLINE, PsycINFO, PubMed, BI-
OSIS, Cochrane Library, World Health Organization’s Inter-
national Clinical Trials Registry Platform and ClinicalTrials.gov
for RCTs published up to January 10, 2018, comparing psycho-
logical interventions with each other or with a non-pharmaco-
logical control condition in people with schizophrenia who
presented active positive symptoms. Additionally, we searched
the reference lists of previous reviews.

We applied no language restrictions, with the exception that
we did not search Chinese databases. We contacted authors of
included studies published in the last 30 years for missing or
additional information about their studies.

Data extraction and risk of bias assessment

All abstracts identified by the search were reviewed inde-
pendently by two researchers of the group. Disagreements
were resolved by discussion, and in case of doubts the full
paper was retrieved for further inspection. Full reports were
obtained for all eligible papers, and again assessed by two in-
dependent reviewers. Disagreements were discussed with the
senior author and, in case of need, study authors were contact-
ed for further information.

Two researchers independently extracted data from the se-
lected studies, considering main reports and supplementary
materials, entered the relevant information into aMicrosoft Ac-
cess database especially created for this study, and assessed
risk of bias using the Cochrane risk of bias tool16. The following
domains of possible bias were considered: sequence gener-
ation, allocation concealment, blinding of participants, blinding
of outcome assessors, incomplete outcome data, selective re-
porting, researchers’ allegiance17,18, other bias. We alsomade a
global risk of bias rating for each study based on criteria applied
in a networkmeta-analysis of antidepressants19.

Statistical analysis

We performed random effects pairwise meta-analyses and
network meta-analysis in a frequentist framework using the
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netmeta package in R (version 3.4.3)20,21. We calculated stand-
ardized mean differences (SMDs) for continuous outcomes,
and risk ratios (RRs) for binary outcomes, both presented with
their 95% confidence intervals (CIs). We also calculated the
relative ranking for each intervention using the Surface Under
the Cumulative Ranking curve (SUCRA), estimated within the
frequentist framework (as P scores)22.

Before running the network meta-analysis, we attempted to
assess the transitivity assumption. This assumption implies
that studies comparing different sets of interventions are suffi-
ciently similar to provide valid indirect inferences, which we
tried to ensure by applying narrow inclusion criteria and mak-
ing populations as similar as possible within and across treat-
ment comparisons. We also considered whether the potential
effect modifiers (listed below) were distributed similarly across
the available direct comparisons.

We assumed a common heterogeneity parameter across the
various treatment comparisons, and presented the between
study variance (tau2) for each outcome. We characterized the
amount of heterogeneity as low, moderate or high, using the
first and third quantiles of their empirical distributions23. Sta-
tistical inconsistency was evaluated separating direct evidence
from indirect evidence provided by the entire network, and
then testing the agreement of these two pieces of evidence24.
Themagnitude of inconsistency factors (the difference in direct
and indirect SMD) and their respective p values were used to
identify the presence of inconsistency. We also applied the de-
sign-by-treatment interaction model, that evaluates inconsist-
ency in the network jointly25.

To explore potential sources of heterogeneity or inconsist-
ency, we planned a priori subgroup analyses for the primary
outcome on the following potential effect modifiers: number of
sessions, study duration, setting (individual vs. group), expert-
ise of the therapist, baseline severity. Sensitivity analyses were
performed excluding open label studies, studies that presented
only completer analyses, studies at overall high risk of bias19,
studies with high risk of researchers’ allegiance, studies fo-
cused on treatment-resistant patients, and studies with a non-
active comparison group. We also assessed small trial effects
(potentially associated with publication bias) by examining
funnel plots of pairwise meta-analyses and comparison-ad-
justed funnel plots, if ten or more studies were included26. Ad-
ditionally, we assessed the confidence in estimates of the main
outcome with Confidence in Network Meta-Analysis (CIN-
eMA), an adaptation of the Grading of Recommendations As-
sessment, Development and Evaluation framework (GRADE)
specifically developed for networkmeta-analysis27.

RESULTS

Characteristics of included studies

21,772 references were identified by the search (last update
January 10, 2018), and 2,754 articles were retrieved in full text
(Figure 1). We included 62 randomized controlled trials, of
which 53 had usable data and were included in the network
meta-analysis (involving 4,068 participants) (Table 1).

178 articles, corresponding to 62 studies, met inclusion criteria,
of which 53 had usable data and were included in the network
meta-analysis

Records identified (N=21,772)

Records excluded (N=19,018)

• Duplicates (N=66)
• Excluded by title and abstract
   (N=18,952)

Full-text articles assessed for eligibility (N=2,754)

Articles excluded (N=2,576)

• Non-randomized design (N=285)
• Wrong population (N=804)
• Wrong intervention (N=1,384)
• Awaiting classification (N=43)
• Ongoing studies (protocols or trial registrations) (N=60)

Figure 1 PRISMA flow chart of the study selection process
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These trials provided comparisons of the following psycho-
logical treatments: CBT (N=40)28-67, metacognitive training
(N=6)68-73, mindfulness (N=2)74,75, acceptance and commit-
ment therapy (N=2)76,77, experience focused counselling (N=
1)78, hallucination focused integrative treatment (N=1)79, and
AVATAR therapy (N=1)80.

The mean sample size was 76.5 participants (range 6-218),
and themedian trial durationwas 13weeks (range 4-44weeks).
Of 3,941 participants whose gender was reported, 2,361 were
men (59.9%). The mean duration of illness was 12.4 years, and
the mean age of participants was 37.4 years. Nine studies in-
cluded only inpatients, 15 only outpatients and 14 both, while
15 did not provide information on patients’ status. On average,
patients had moderate schizophrenic symptoms, with a mean
reported PANSS baseline score of 68.2681,82. Thanks to collab-
oration of the authors, we were able to include unpublished
data for some studies36,37,41-43,57,61,68,72.

Risk of bias assessment

Six, 27 and 21 of the included studies were considered to be
at low, moderate and high overall risk of bias, respectively (see
Table 1). The risk of bias was low in 26 studies (50%) concern-
ing random sequence generation; in 13 studies (25%) concern-
ing allocation concealment; in no study concerning blinding
of participants and personnel; in 18 studies (34.6%) concern-
ing blinding of outcome assessment; in seven studies (13.5%)

concerning attrition bias; in 11 studies (21.1%) concerning se-
lective reporting; in six studies (11.5%) concerning researchers’
alliance; and in 41 studies (78.8%) concerning other bias.

Primary outcome: positive symptoms

Figure 2 shows the network of treatments for the primary
outcome. Two studies were not considered in the analyses, be-
cause they were not connected to the rest of the network, con-
tributing neither direct nor indirect evidence29,68.

Network meta-analysis results show that, for the primary
outcome, CBT was associated with a higher decrease in posi-
tive symptoms than inactive control (SMD=−0.29; 95% CI: –
0.55 to −0.03, seven RCTs contributing direct evidence to the
networkmeta-analysis, low confidence in the estimates), treat-
ment as usual (SMD=−0.30; 95% CI: –0.45 to −0.14, 18 RCTs
contributing direct evidence, moderate confidence in the esti-
mates) and supportive therapy (SMD=−0.47; 95% CI: –0.91 to
−0.03, two RCTs contributing direct evidence, low confidence
in the estimates). The difference was not significant for the
comparison with waitlist (SMD=−0.24; 95% CI: –0.65 to 0.16),
but only two small trials (with 30 and 45 participants respec-
tively43,44) contributed direct evidence to this comparison
(Figure 3).

One study on hallucination focused integrative treatment
showed a decrease in symptoms in comparison to treatment
as usual and supportive therapy (moderate and low confi-

Figure 2 Network meta-analysis of eligible comparisons for positive symptoms. Line width is proportional to the number of trials comparing
every pair of treatments. Node size is proportional to the number of studies providing data for each treatment.
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dence in the estimate, respectively). All other relative treat-
ment effects were very imprecise, but on average they favored
the active psychological treatment over the inactive control
interventions.

The heterogeneity variance (tau2) was 0.0514, hence con-
sidered to be low to moderate23. The design-by-treatment
interaction test did not reveal significant inconsistency (p=
0.35). By splitting direct and indirect evidence for each com-
parison, we found no evidence for disagreement between
these two pieces of evidence for any of the comparisons. None
of the methods we used suggested important inconsistency
but, given the low number of studies for most of the compari-
sons, the power of these tests is low. The assessments of confi-
dence in the estimates using CINeMA highlighted moderate to
very low confidence, primarily due to study limitations (high
risk of bias) and imprecision.

The interpretation of subgroup analyses is limited due to re-
stricted number of studies available for the different sub-
groups. We did not detect any important indication that the
advantage of CBT over treatment as usual is moderated by
number of sessions, study duration, setting (individual vs.
group), therapist’s expertise and severity at baseline.

Similarly, exclusion of studies for the different sensitivity
analyses left a low number of trials for most of the treatments.
When excluding open label studies, results of CBT compared
to treatment as usual and supportive therapy were consistent
with the main analysis (SMD=−0.27; 95% CI: –0.41 to −0.13
and SMD=−0.47; 95% CI: –0.86 to −0.08, respectively), while
the difference between CBT and inactive control was not sig-
nificant anymore (SMD=−0.14; 95% CI: –0.37 to 0.09).

Sensitivity analyses excluding studies presenting only com-
pleter analyses, studies with high risk of bias, studies at high
risk of bias for researchers’ allegiance, or studies focused on
treatment resistant patients were overall consistent with the
main analyses.

The results of a post-hoc sensitivity analysis pooling the “ac-
tive control” comparators did not differ from the main anal-
ysis.

Investigation of small study effect and publication bias with
conventional funnel plot did not reveal any association be-
tween study precision and effect size (only possible for CBT
versus treatment as usual). However, the comparison-adjust-
ed funnel plot suggests that small studies that did not show a
benefit for the newer psychological treatment over the older
treatment are underrepresented in our data (i.e., they possibly
remain unpublished).

Secondary outcomes

CBT and inactive control were less acceptable than treat-
ment as usual in terms of all-cause discontinuation. All treat-
ments had fewer dropouts than social skills training (with the
exception of AVATAR therapy, acceptance and commitment
therapy, and supportive therapy) (Figure 3).

CBTwas associated with a higher reduction of overall symp-
toms compared to waitlist and treatment as usual, and with
higher reduction in negative symptoms compared with treat-
ment as usual (Figure 4). Hallucination focused integrative
treatment and CBT were associated with larger probability
of response compared with treatment as usual and inactive
control.

When looking at adherence and insight,metacognitive train-
ing, social skills training, CBT and treatment as usual produced
a higher improvement in comparison to supportive therapy.
For quality of life and functioning, CBT was more efficacious
than treatment as usual. No significant differences were ob-
served for depression.Mortalitywas in general a rare event, and
did not differ between treatments. Very few data were available
for relapse, adverse events andothermortality outcomes.

Heterogeneity variance assessed with tau2 ranged from 0 to
0.0649, being evaluated from none to low-to-moderate. The
design-by-treatment interaction model revealed some incon-
sistency for the secondary outcome of depression (p=0.03).

DISCUSSION

To our knowledge, this is the first network meta-analysis on
psychological treatments for patients with positive symptoms
of schizophrenia.

With 40 studies, CBT was the most represented among the
included treatments. We found significant efficacy for CBT in
comparison with treatment as usual in many outcomes (posi-
tive, overall and negative symptoms, response to treatment,
quality of life and functioning), higher efficacy in comparison
with inactive control for positive symptoms and response to
treatment, and in comparison with supportive therapy for ad-
herence. There was no convincing proof of efficacy of other
treatments, probably due to the small number of studies.

CBT was also associated with higher dropout rates than
treatment as usual (18.8% versus 12%). CBT might actually be
less acceptable, and not all patients might be willing to engage
in such a demanding treatment; however, we argue that to
compare the dropout rates with those in treatment as usual
could be misleading. Patients in this latter arm – by definition
– continue their usual care, and they might have less reason to
leave in comparison with patients assigned to a new interven-
tion, that they could find demanding or challenging, or about
which they may have high expectations, being discouraged if
they do not see results in a few sessions. As a confirmation to
this hypothesis, the inactive control condition (where patients
participate to sessions like befriending and recreation activ-
ities) also had a higher dropout rate than treatment as usual.

Patients in the included studies were only moderately ill on
the average, compared with those in a meta-analysis of studies
testing antipsychotic drugs vs. placebo, where they weremark-
edly ill82. It seems that severely ill patients are usually not en-
rolled in psychotherapy studies. But this finding just reflects
clinical practice: psychotherapy requires a minimum ability of
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patients to collaborate, and many patients do not have this
ability when they are very acutely ill.

Interpretation of subgroup and sensitivity analyseswas limit-
ed by the low number of studies available. However, results on
CBT remained stable after all pre-planned sensitivity analyses,
corroborating the robustness of the results for this intervention.
We also tested the potential role of researchers’ allegiance18, by
excluding the studies in which the authors tested the efficacy of
an intervention that was developed by themselves, and did not
find significantly different results from themain analysis.

One open and increasingly relevant issue is whether psy-
chological interventions might cause harm15. We collected all
the available data about adverse events potentially connected
with the psychological intervention, but we found this aspect
very poorly reported in the trials. We believe that future stud-
ies should collect and report this information, in order to ad-
dress this still unclear question83.

Our results are in agreement with findings from some previ-
ous pairwise meta-analyses, where CBT was found to be effi-
cacious for overall, positive and negative symptoms of schizo-
phrenia in comparison with control conditions4-6, but not
when compared with other psychological therapies7. How-
ever, the results of previous studies and reviews regarding the
efficacy of CBT for schizophrenia have been conflicting.

In this context, the role of blinded studies may be particu-
larly critical8. Here, our results are in contrast with the findings
of Jauhar et al6: when excluding studies with a non-blind out-
come assessor, they found no differences between CBT and
any control condition. On the contrary, we found that the su-
periority for CBT over treatment as usual and inactive control
was maintained also in blinded studies. It was not maintained
over supportive therapy and waiting list, but only very few
studies (two and one, respectively) contributed direct evi-
dence for these comparators.

However, our work cannot be directly compared with that of
Jauhar et al6, because they included any patients with schizo-
phrenia without a restriction to positive symptoms, they used
somewhat different criteria for risk of bias, and they lumped all
comparators together in their pairwisemeta-analysis.

Our findings have the following limitations. First, available
data for other treatments than CBT and for CBT versus other
nodes than treatment as usual are based on few studies only,
leading to low power to detect possible differences. Therefore,
results should be interpreted with caution, in particular when
looking at sensitivity and subgroup analyses. For this reason
we did not focus our interpretation on hierarchies (SUCRA
rankings), that could be misleading when there are no statis-
tically significant differences among active treatments.

Second, our focus was on the treatment of positive symp-
toms, and the findings observed for other outcomes might be
secondary to the effect of the treatment on these symptoms.
For example, a patient might experience withdrawal, lack of
spontaneity, depressive symptoms or a lower functioning due
to the difficulties connected with delusions or hallucinations.

When these are treated, the quality of life and the other symp-
toms may benefit as well. For this reason, we focus our inter-
pretationsmainly on positive symptoms.

Third, patients in the included trials were also receiving
antipsychotic medication. We collected the available informa-
tion on the use of antipsychotics. However, this was rarely
given and never provided for experimental and control arm
separately. The only exception is the study of Morrison et al52,
that included patients not receiving antipsychotic medication
(a post-hoc sensitivity analysis excluding this study did not ma-
terially change the results). As a result, it was not possible to
assess the role of pharmacological treatment as a moderator.
However, we assume that the intake of medications can be
considered similar across study arms, due to randomization.
Furthermore, we argue that the situation in the included stud-
ies resembles what happens in real-life clinical practice, where
psychological interventions are intended to be used as add-on
to pharmacological therapy, and participants usually continue
their previous medication.

On the other hand, this work presents outstanding strengths.
First, the study was carefully planned in agreements with PRIS-
MA guidelines, and followed a sound methodology that was a
priori published in the protocol3. This included comprehensive
outcome measures and the evaluation of quality at study level
(risk of bias) and confidence in results at outcome level (CIN-
eMA). Second, the consideration of control conditions such as
treatment as usual and waiting list as separate allowed to ascer-
tain their relative efficacy. This is particularly important, as
waitlist has been found to be connected with a nocebo effect83.
Third, the strict selection criteria led to a homogenous popula-
tion, as confirmed by very low heterogeneity, coherence across
direct and indirect comparisons, and by side-splitting test and
design-by-treatment interaction test. This makes us confident
that the results of this study are robust.

In conclusion, cognitive behavior therapy seems to be ef-
fective on positive symptoms in moderately ill patients with
schizophrenia, with effect sizes in the lower to medium range,
depending on the control condition.
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Tardive dyskinesia (TD) risk with D2/serotonin receptor antagonists or D2 receptor partial agonists (second-generation antipsychotics, SGAs) is
considered significantly lower than with D2 antagonists (first-generation antipsychotics, FGAs). As some reports questioned this notion, we meta-
analyzed randomized controlled studies (RCTs) to estimate the risk ratio (RR) and annualized rate ratio (RaR) of TD comparing SGAs vs. FGAs
and SGAs vs. SGAs. Additionally, we calculated raw and annualized pooled TD rates for each antipsychotic. Data from 57 head-to-head RCTs, in-
cluding 32 FGA and 86 SGA arms, were meta-analyzed, yielding 32 FGA-SGA pairs and 35 SGA-SGA pairs. The annualized TD incidence across
FGA arms was 6.5% (95% CI: 5.3-7.8%) vs. 2.6% (95% CI: 2.0-3.1%) across SGA arms. TD risk and annualized rates were lower with SGAs
vs. FGAs (RR=0.47, 95% CI: 0.39-0.57, p<0.0001, k=28; RaR=0.35, 95% CI: 0.28-0.45, p<0.0001, number-needed-to-treat, NNT=20). Meta-
regression showed no FGA dose effect on FGA-SGA comparisons (Z=−1.03, p=0.30). FGA-SGA TD RaRs differed by SGA comparator (Q=21.8,
df=7, p=0.003), with a significant advantage of olanzapine and aripiprazole over other non-clozapine SGAs in exploratory pairwise comparisons.
SGA-SGA comparisons confirmed the olanzapine advantage vs. non-clozapine SGAs (RaR=0.66, 95% CI: 0.49-0.88, p=0.006, k=17, NNT=100).
This meta-analysis confirms a clinically meaningfully lower TD risk with SGAs vs. FGAs, which is not driven by high dose FGA comparators, and
documents significant differences with respect to this risk between individual SGAs.

Key words: Tardive dyskinesia, first-generation antipsychotics, second-generation antipsychotics, randomized controlled studies, schizophre-
nia, meta-analysis, annualized incidence, clozapine, aripiprazole

(World Psychiatry 2018;17:330–340)

Can tardive dyskinesia (TD), a condition of potentially irre-
versible abnormal involuntary movements associated to treat-
ment with D2 receptor antagonists (first-generation antipsy-
chotics, FGAs), and producing a significant impairment of
functioning and quality of life1,2, be considered relatively ir-
relevant for treatment with second-generation antipsycho-
tics (SGAs)?

Based on studies conducted until 2004, the annual TD inci-
dence during SGA treatment was estimated as 0.8% in non-el-
derly adults3, one fifth of the rate (5.4%)with FGAs. Surprisingly,
however, equal rates of TD during SGA or select FGA treatment
were reported in two large randomized controlled trials (RCTs)
in schizophrenia, the UK-based Cost Utility of the Latest Anti-
psychotic Drugs in Schizophrenia Study (CUtLASS-1)4 and the
US-based Clinical Antipsychotic Trials of Intervention Effec-
tiveness (CATIE) study5. As a pre-emptive risk reduction, the
CATIE study5 did not include subjects with a history of TD into
the FGA arms, but only in the SGA arms, limiting the interpre-
tation of reported TD rates. Moreover, most meta-analyses of
SGA treatment do not comment on TD risk, as most RCTs are
shorter than 3 months (the minimum duration required to
diagnose TD6,7 and/or report continuous outcome measures
for dyskinesia), being not suited to identify TD cases8-10. Thus,
information on incident TDduring RCTs is very scarce.

We recently summarized prevalence rates of TD11, finding
that 20% of subjects with current SGA treatment presented

with at least mild screening-based probable TD. This observa-
tion contrasts with the clinical perception of vanishing TD dur-
ing SGA treatment, possibly due to the overrating of mild TD
cases detected only with screening, but not perceived as clini-
cally meaningful. Importantly, however, prevalence rates are
inappropriate indicators of treatment-associated risk for TD,
as the antipsychotic given at the time of TD development may
not be the one prescribed at the time of TD assessment.

To determine the incidence and the relative risk of treat-
ment-emergent TD with FGA or SGA treatment, we searched
for RCTs with a duration of ≥3 months comparing ≥2 anti-
psychotics and reporting incident TD cases. We aimed to de-
scribe TD risk by: a) class-wise comparisons of pooled FGAs to
each specific SGA, b) drug-wise comparisons of a specific FGA
to one or more specific SGAs, and c) comparisons between in-
dividual SGAs.

Based on our earlier study3, we hypothesized that the inci-
dence and the relative TD risk would be lower with SGAs vs.
FGAs. Moreover, based on the association between TD inci-
dence and FGA dose12, we hypothesized that studies using
high dose FGA comparators would drive the estimated risk re-
duction of SGAs vs. FGAs. Lastly, based on the association be-
tween TD incidence and early parkinsonian side effects12, we
hypothesized that SGAs with a higher propensity for extrapyr-
amidal side effects (EPS) would be associated to a higher risk
for TD vs. SGAs with lower EPS potential.
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METHODS

Literature search

Two authors (CC,MC) independently conducted a PubMed/
Web of Science search without language or time restriction for
comparative randomized antipsychotic studies (last search up-
date: January 31, 2018). The following terms were used in the
advanced search option: all fields (= any field): (antipsychotic*)
AND (amisulprid*OR aripiprazol*OR asenapin*OR clozapine
OR olanzapin* OR paliperidon* OR quetiapin* OR risperidon*
OR sertindole OR ziprasidon* OR zotepin* OR iloperidon* OR
cariprazin* OR brexpiprazol* OR lurasidone OR blonanserin
ORmelperone) AND (randomized controlled trial); publication
type:NOT review.

Additionally, we hand-searched references from Cochrane
meta-analyses on SGAs. Whenever data needed for the meta-
analysis were missing, we repeatedly contacted the authors for
additional information and for access to data repositories for
unpublished data.

Study inclusion criteria

We included all head-to-head comparisons of one of the
above listed antipsychotics in any (oral or i.m.) form of admin-
istration to any FGA or other SGA without restriction on age or
gender of participants. Requiring that at least one arm consist-
ed of an SGA, we ensured that any FGA comparator was stud-
ied at the same time as SGAs were available, avoiding potential
biases due to time effects regarding different patient popula-
tions and dosing schemas in trials before availability of SGAs.

Included studies had to provide information on the rate of
probable treatment-emergent TD in subjects free of TD at
study baseline. The diagnosis of probable TD could be clinical
or scale-based, as long as diagnostic criteria were clearly de-
fined and identical for all treatment arms. Fixed and flexible
dose studies were eligible, as long as baseline randomization
was present. Any psychiatric or medical diagnosis was al-
lowed, except for movement disorders. Hence, antipsychotic
trials in schizophrenia patients with a serious concomitant
medical illness as an inclusion criterion were not excluded.
Studies allowing concomitant or prophylactic anticholinergic
medication were similarly included, and anticholinergic medi-
cation was assessed as moderator. Trials that allowed switch-
ing of treatments between groups were excluded. For trials
which had a crossover design, only results from the first ran-
domization period were considered, to avoid carry-over ef-
fects.

A minimum trial duration of three months was considered
for the identification of cases of probable dyskinesia. However,
longer observation periods are more appropriate, and the dura-
tion of exposure was explored as moderator of TD incidence.
Trials in which treatment consisted of concomitant use of ≥2
antipsychotics per individual were excluded, as we aimed to

differentiate effects of specific antipsychotics. We did not ex-
clude randomized, open-label studies, but excluded these in
sensitivity analyses to address the lack of blinding, which has
been shown to be a substantial source of bias13.

Data extraction

Two authors (MC, CC) independently checked eligibility
and extracted data. Any disagreement was resolved by discus-
sion/consensus.

In addition to antipsychotic-specific and class-wise TD rates,
we extracted: chlorpromazine equivalent dose for FGAs and
olanzapine equivalent dose for SGAs (using the methods de-
scribed by Leucht et al14, where 300 mg of chlorpromazine
equals 10 mg of olanzapine according to the daily dose meth-
od), publication year, study design, geographic region, patient
gender, age, ethnicity, clinical diagnoses, illness duration, dis-
ease severity, comorbid parkinsonism, TD rating scale and
scores, diagnostic TD criteria. Data on TD severity were pro-
vided in aminority of studies only. Whenever possible, rates of
persistent TD were used, as this measure is clinically more
meaningful and less prone to variability than probable TD.

Statistical analysis

We conducted two parallel sets of pairwise, head-to-head
analyses: FGA-SGA across-class comparisons and SGA-SGA
within-class comparisons. In both sets of analyses, the effect
size calculation was based on the pairing of treatment arms as
in the original RCT to maintain control of confounding vari-
ables. Thus, we calculated an effect size for each available
head-to-head combination. From all studies we extracted the
number of TD cases per treatment arm (N = intent-to-treat,
ITT) and the duration of antipsychotic exposure within this
group. Then, we calculated the raw TD incidence risk, as the
ratio of TD cases per total exposed subject number, and the an-
nualized TD incidence risk, as cases per exposed subject num-
ber per time of antipsychotic exposure (i.e., person years), each
with their respective 95% confidence intervals (CIs). Numbers-
needed-to-treat (NNTs) reflecting reduced annualized risk for
TDwere calculated dividing 1 by the rate difference.

We next used subgroup comparisons and meta-regression
to explore the relative risk change by antipsychotic class and
for specific moderators: mean age, male gender percentage,
Caucasian ethnicity percentage, dosing (dichotomizing mean/
median study dose – i.e., <500 mg vs. ≥500 mg chlorpromazine
equivalent, and <3 mg vs. ≥3 mg haloperidol in studies using
haloperidol – or dichotomizing the maximum allowed halo-
peridol dose range: <10 mg vs. ≥10 mg), illness duration and
stage, disease severity, comorbid parkinsonism, information
on prior FGA exposure, publication year, study design, dura-
tion and sponsorship, data source, case definition, geographic
region.
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A multivariable analysis was performed, including signifi-
cant moderators which had been identified in univariate anal-
ysis. Since TD risk is cumulative and higher the longer pa-
tients are followed, we conducted these moderator analyses
only for annualized rate ratios (RaRs) that correct for any dif-
ferences in observation time. All analyses used a random ef-
fects model and were two-sided, with alpha=0.05. Data were
analyzed with Comprehensive Meta-Analysis Version 3.

RESULTS

Search results

Of 3,438 hits in PubMed and Web of Science, 273 full-text
articles were screened, resulting in 57 articles that fulfilled all
inclusion criteria (Figure 1). Notably, a lack of TD reporting re-
sulted in the exclusion of 75 studies of eligible cohorts.

Sample characteristics

FGA-SGA studies

Thirty-two randomized studies comparing FGAs to SGAs
and providing data on TD incidence in 10,706 subjects were in-
cluded5,15-45. Twenty-two of them were double-blind stud-
ies5,15,17,19,21-25,27-29,31,33,36,38-44 and tenwere randomized open
studies16,18,20,26,30,32,34,37,39,45 (partlywith blinded ratings). Hal-
operidol was the FGA comparator in themajority of studies. All
but one study43 included subjects with schizophrenia-spec-

trum disorders, and one third of the studies were industry
independent5,22,23,25,28,30,34-36,39,42,45.

Overall, the studies included 65.6% males, 63.2% Cauca-
sians, with a mean age of 37.7�12.4 years and a mean ill-
ness duration of 13.2�12.6 years. The mean chlorproma-
zine equivalent dose was 423.9�252.4 mg/day (range: 69-
733.5 mg/day) for FGA treatment, and 522.6�199.3 mg/day
(range: 118-905.7 mg/day) for SGA treatment14. The mean
PANSS total (from the fifteen studies reporting this meas-
ure5,21-24,27-30,33,34,36,38,40,42) was 76.3�20.2 at baseline. The
median study duration (by design) was one year (interquar-
tile range, IQR: 0.44-2.0). The median observed follow-up
lasted 108 person years (IQR: 34.5-254.3) for SGAs and 73.1
person years (IQR: 25.0-117.6) for FGAs.

Few studies included only subjects with first-episode or
early-phase schizophrenia. The reported mean illness dura-
tion was 14 years (IQR: 10.6-17.1, k=21) for patients on SGAs
and 13.7 years (IQR: 10.2-17.4, k=21) for patients on FGAs.
Data on prior FGA exposure were very sparse; sixteen stud-
ies5,16,24,27,29,30,32,34-37,39,41,42,45,46 reported that included sub-
jects had prior FGA exposure. The mean percentage of pa-
tients with pre-baseline FGA exposure was 76.4�30.5% (IQR:
40.0-100%, k=12).

Themajority (81.3%) of FGA-SGA studies used standardized
screening instruments to detect and report dyskinesia. The Ab-
normal Involuntary Movement Scale (AIMS) was mostly used
in conjunction with Schooler-Kane criteria for probable TD.
Four studies5,21,23,32 reported both probable and persistent TD,
and five studies15,22,24,38,42 reported persistent TD only. Sys-
tematic screening was also performed using the Extrapyrami-
dal Symptom Rating Scale (ESRS)19,23,24,41,47, the St. Hans Rat-

Articles excluded at abstract level (N=3,165)

Full text articles retrieved for detailed evaluation (N=273)

Articles excluded (N=216)

• Non-randomized studies (N=12)
• ≤3 months duration (N=47)
• No TD data reported + no screening or clinical 

assessment (N=20)
• No TD data reported despite systematic screening in 

methods (N=32)
• No TD data reported + <6 months (N=23)
• Different study focus (N=18)
• Subgroup better reported elsewhere (N=44)
• No or negative reply from authors (N=20)

RCTs included in the meta-analysis (N=57; study arms=118)

Potentially relevant articles (N=3,438)

Figure 1 PRISMA flow chart. TD – tardive dyskinesia, RCTs – randomized controlled trials
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ing Scale30 and the Dyskinesia Rating Scale25. Only six studies
assessed TDbased on clinical reporting16,17,26,28,39,45.

SGA-SGA studies

Twenty-three randomized studies comparing one SGA to
another SGA and providing data on TD incidence in 9,153
subjects were included in the analysis (comparators: olanza-
pine31,47-59, clozapine60-62, or risperidone63-68).

SGA-SGA comparisons also included treatment arms from
FGA-SGA studies with randomization into multiple SGA arms
and with TD data reporting by specific antipsychotic, thus
adding data on SGA treatment from five studies listed also
above5,30,31,34,41.

Based on the frequency of included studies and their use of
specific antipsychotics (but not a priori), the SGA-SGA studies
were grouped into the following three subsets for analyses: a)
19 comparisons with olanzapine as one comparator; b) three
comparisons with clozapine as one comparator; c) six com-
parisons with risperidone or paliperidone (which is metabol-
ized from risperidone) as one comparator. This latter group
excluded olanzapine as the other comparator, as these head-
to-head comparisons had been included in the first subset. We
used sensitivity analyses to separate the effect of risperidone-
olanzapine head-to-head comparisons in the studies of the
first and third group.

The majority of studies included adults with schizophrenia
spectrum disorders; two studies included subjects with bipolar
disorder57,64; two subjects with acute psychosis51,52; one pa-
tients with first-episode psychosis48; and one patients with
pediatric schizophrenia or schizoaffective disorder22.

Overall, these studies included 62.2% males, 67.0% Cauca-
sian, with a mean age of 37.0�10.7 years and a mean illness
duration of 11.8�6.8 years. Four studies included only sub-
jects with first-episode or early-phase schizophrenia22,30,48,51.
Data on prior FGA exposure were reported only in six studies
(being 0-33% in three studies30,47,51, and >50% in two5,50).

SGA doses converted into mean olanzapine equivalent
doses14 were: a) for studies with olanzapine, 13.5�3.4 mg/day
(range: 4.8-20.1mg/day) for olanzapine and 10.6�2.9mg/day
(range: 6.8-13.6 mg/day) for the comparators; b) for studies
with clozapine, 10.7 mg/day for clozapine and 21.0�4.6 mg/
day (range: 19.0-23.4 mg/day) for the comparators; c) for
studies with risperidone or paliperidone, 12.1�3.2 mg/day
(range: 8.6-16.0 mg/day) for risperidone/paliperidone and
12.3�2.7 mg/day (range: 8.6-15.0 mg/day) for the compara-
tors. Themean PANSS total (from studies reporting thismeas-
ure22,47-49,52-56,60-62,64-67) was 79.5�16.6 at baseline.

In contrast to FGA-SGA studies, the use of standardized TD
screening instruments was slightly lower in SGA-SGA studies
(64.3%), with a third of studies relying on clinical or patient re-
porting48,50,52,54,58,63,67,68. The majority of studies reported
probable TD, except for CATIE5.

Full sample analyses: mean TD incidence in randomized
studies

The estimated weighted mean incidence of TD across all
FGA treatment groups was 6.5% (95% CI: 4.6-9.0%) for 3,763
subjects in 32 treatment arms. Similarly, the annualized inci-
dence was 6.5% (95%CI: 5.3-7.8%; see Table 1 for specific FGAs).

The estimated weighted mean incidence of TD across all
SGA treatment groups was 3.0% (95% CI: 2.4-3.8%) for 15,092
subjects in 86 treatment arms. The annualized incidence was
2.6% (95% CI: 2.0-3.1%; see Table 1 for specific SGAs).

As randomization with regard to TD was unbalanced in the
CATIE study (subjects with a history of TD were barred from
randomization to FGA treatment), a sensitivity analysis was
performed after excluding the CATIE data, yielding a weighted
mean annualized incidence of TD for FGAs of 6.8% (95% CI:
5.5-8.1%) and for SGAs of 2.6% (95% CI: 2.1-3.2%).

Further sensitivity analyses corroborated the range of ob-
servations above, but also showed slightly lower rates for SGAs
after exclusion of clozapine studies (weighted mean annual-
ized incidence of 2.4%, 95% CI: 1.9-3.0).

TD incidence in studies using only clinical reporting (but
not systematic screening) was 3.8% (95% CI: 2.1-6.7%) for FGA
arms, and 0.9% (95% CI: 0.3-2.4%) for SGA arms.

FGA-SGA sample analyses: TD risk andmoderators of TD
risk differences

Of the 32 FGA-SGA included studies, only 28 contributed
analytically to the comparative TD risk analysis, as meta-ana-
lytic risk calculations exclude studies with zero events in both
treatment arms.

Primary analysis

The estimated TD risk ratio (RR) was significantly lower with
SGAs relative to FGAs (RR=0.47, 95% CI: 0.39-0.57, p<0.0001,
k=28). Similarly, the estimated TD RaR, reflecting the annual-
ized incidence, was significantly lower in SGAs relative to FGAs
(RaR=0.35, 95%CI: 0.28-0.45, p<0.0001, k=28; NNT=20, 95%CI:
15-31) (Figure 2).

The estimated TD RR after exclusion of CATIE data was 0.35
(95% CI: 0.27-0.44, p<0.0001, k=27). The TD RaR after CATIE
exclusion was 0.34 (95% CI: 0.27-0.44, p<0.0001, k=27).

Moderator analyses of TD RaRs

The mean TD RaR varied significantly by SGA comparator
(Q=21.8, df=7, p=0.003). The advantage of SGAs vs. FGAs was
most prominent with aripiprazole and smallest with quetia-
pine (Table 2). Exploratory pairwise comparisons showed sig-
nificantly lower RaRs with aripiprazole relative to all other
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SGAs. Moreover, RaRs with olanzapine were also significantly
lower relative to risperidone and quetiapine (Table 3).

The mean TD RaR did not vary significantly by FGA com-
parator (Q=0.23, df=1, p=0.63). The advantage of SGAs over
FGAs persisted after exclusion of all studies in which haloperi-
dol was used as the FGA comparator (RaR=0.39, 95% CI: 0.25-
0.61, p<0.0001, k=8). In those studies with haloperidol as the
comparator, similar RaRs were obtained (RaR=0.34, 95% CI:
0.26-0.45, p<0.0001, k=20). In the studies with specified, non-
haloperidol FGAs5,21,25,34, a somewhat weaker, but still signifi-
cant advantage of SGAs over FGAs emerged (RaR=0.47, 95%CI:
0.27-0.82, p=0.007, k=4). The comparison with all other studies
(i.e., those that included haloperidol as the only, or as one pos-
sible FGA) was non-significant (Q=1.27, df=1, p=0.26).

TD RaRs were similar in first episode/early-phase psycho-
sis cohorts22-25,27,30 vs. the remaining unrestricted cohorts
(Q=0.04, df=1, p=0.85). Prior FGA exposure was not consist-
ently reported, and no cohort explicitly included only subjects
without prior FGA exposure.

TD RaRs varied significantly by sponsorship (Q=10.0, df=1,
p=0.003). The reduction in TD incidence associated with SGA
treatment was accentuated in industry-sponsored relative to
academic studies, but persisted independently in both of them
(academic studies: RaR=0.59, 95% CI: 0.39-0.87, p=0.008, k=11;
industry-sponsored studies: RaR=0.28, 95% CI: 0.21-0.35, p<
0.001, k=20).

A mixed regression model including SGA comparator and
sponsorship (Q=20.74, df=6, p=0.002) confirmed the inde-
pendent effect of SGA comparator (Q=10.78, df=5, p=0.05),
while no significant effect of sponsorship was found (Z=−1.2,
df=1, p=0.23).

Moderator and meta-regression analyses were non-signifi-
cant for age, gender, illness duration (both as years of disease
duration and categorically as first episode/early-phase psycho-
sis vs. other cohorts), disease severity, study region, study
duration, anticholinergic use, study design (open-label exten-
sion vs. blinded trial), year of study start, and case definition.
There was no effect of FGA dose on TD rate ratios, neither
when data were dichotomized (below vs. above 500 mg chlor-
promazine equivalents, Q=0.19, df=1, p=0.66), nor when mean
FGA dose in chlorpromazine equivalents was used in a meta-
regression model (Z=−1.03, p=0.30). Similarly, there was no ef-
fect of the FGA-SGA ratio on TD RaRs (Z=1.56; p=0.12).

Data on TD severity were provided in a minority of studies
(31.3%). TD severity was described in very heterogeneous
formats, which did not allow for the use of this variable in the
meta-analysis. Discontinuation due to TD was reported rarely,
but slightly more frequently in FGAs (N=1 in FGA vs. N=0 in
SGA21; 2.7% in FGA vs. 0.7% with paliperidone36). Greater
severity of TD with FGAs was reported repeatedly5,23,32,35,38.
Reports of severe cases were rare in general, and found only in
FGA-treated subjects in four studies27,38,40,41.

Table 1 Incidence of tardive dyskinesia (TD) for specific antipsychotics

Mean raw TD incidence Mean annualized TD incidence

Antipsychotic N. studies/treatment arms N. subjects % 95%CI % 95%CI

FGAs

Perphenazine 1 853 3.3 0.5-17.4 3.7 0.1-6.7

Molindone 1 20 2.4 0.1-38.5 4.2 –0.8 to 16.5

Haloperidol 22 2,975 6.6 4.5-9.6 7.5 5.9-9.2

Chlorpromazine 1 80 21.3 4.4-60.1 11.2 4.8-17.7

Fluphenazine 1 28 3.6 3.0-32.8 12.5 12.3-37.3

SGAs

Aripiprazole 3 1,215 0.9 0.3-3.1 1.7 –0.8 to 4.1

Amisulpride 3 558 1.5 0.4-5.4 2.4 –0.4 to 5.2

Asenapine 4 1,472 1.2 0.5-3.3 2.4 –0.1 to 4.8

Risperidone 20 853 4.2 2.6-6.6 2.4 1.2-3.5

Quetiapine 6 221 2.8 0.2-1.1 2.5 0.2-4.8

Olanzapine 29 5,686 2.7 1.9-4.0 2.9 1.8-3.9

Ziprasidone 7 918 3.5 1.6-7.5 3.5 1.3-5.7

Clozapine 6 348 8.2 3.9-16.6 4.2 1.7-6.7

Lurasidone 1 427 2.6 0.5-13.1 4.8 –0.2 to 9.3

The TD rates for the individual medications are not directly comparable, as they do not originate from randomized trials in which those medications were compared
head-to-head, but are pooled irrespective of study comparators. FGAs – first-generation antipsychotics, SGAs – second-generation antipsychotics
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SGA-SGA sample analyses: TD risk andmoderators of TD
RaR differences

Olanzapine vs. all other non-clozapine SGAs

Of the 28 SGA-SGA included studies, the most frequently
studied SGA was olanzapine, which was a SGA comparator in
17 studies against other non-clozapine SGAs. As CATIE5 and

EUFEST30 randomized patients also to SGA treatment arms,
19 comparative olanzapine/non-clozapine SGA studies were
available. In these 19 studies, comparators were risperidone
(k=9), asenapine (k=5), quetiapine (k=4), ziprasidone (k=3),
amisulpiride (k=1) and aripiprazole (k=1). The mean dose in
the olanzapine treatment arms was 13.5�3.4 mg/day, being
10.6�2.9 mg/day in the comparators, recalculated via mean
olanzapine equivalent for all14. Three studies22,52,68 reported no
cases of TD in all arms and did thus not contribute to risk cal-
culations, as the risk of non-occurrence is formally inestimable.

The estimated TD risk ratio was significantly lower with
olanzapine relative to other non-clozapine SGAs (RR=0.67,
95% CI: 0.50-0.90, p=0.008, k=17; NNT=100, 95% CI: 63-250).
Similarly, the estimated TD RaR was significantly lower with
olanzapine relative to non-clozapine SGAs (RaR=0.66, 95% CI:
0.49-0.88, p=0.006, k=17).

Moderator analyses of TDRaRswerenon-significant, includ-
ing age, gender, study region, olanzapine equivalent dose, anti-
cholinergic use, percentage of subjects with prior FGA expo-
sure, year of study start, illness duration, illness stage (first-epi-
sode yes/no), sponsorship, and comparator SGA study design.

Treatment-related TD RaRs were significantly lower with
olanzapine relative to risperidone (RaR=0.57, 95% CI: 0.37-
0.89, p=0.015, k=6), which represented the largest comparator
subgroup. No other differences were found for the other SGAs
when analyzed in exploratory pairwise comparisons.

Table 2 Mean annualized tardive dyskinesia (TD) rate ratios in SGAs
vs. FGAs

SGA
N. treatment

arms N. subjects
Mean TD rate ratio
vs. FGA (95%CI) p

Amisulpride 3 558 0.37 (0.15-0.91) 0.032

Aripiprazole 1 1,215 0.045 (0.01-0.19) 0.000

Clozapine 2 405 0.39 (0.22-0.70) 0.001

Olanzapine 12 5,624 0.25 (0.19-0.34) 0.000

Paliperidone 1 145 0.70 (0.35-1.36) 0.294

Quetiapine 2 786 0.94 (0.35-0.91) 0.915

Risperidone 8 2,479 0.38 (0.25-0.58) 0.000

Ziprasidone 4 887 0.57 (0.26-1.27) 0.169

FGAs – first-generation antipsychotics, SGAs – second-generation antipsychotics

Figure 2 Forest plot of tardive dyskinesia rate ratios of randomized studies comparing first-generation antipsychotics (FGAs) to second gener-
ation antipsychotics (SGAs). ARI – aripiprazole, AMI – amisulpride, CLZ – clozapine, CPZ – chlorpromazine, HAL – haloperidol, OLZ – olanza-
pine, PALI – paliperidone, PER – perphenazine, RIS – risperidone, ZIP – ziprasidone
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To address the possibility that the head-to-head studies
comparing olanzapine vs. risperidone were driving the favor-
able TD RaRs of olanzapine vs. non-clozapine SGAs, we ex-
cluded those studies in a sensitivity analysis. The TD RaR re-
mained significantly lower with olanzapine relative to all other
non-clozapine and non-risperidone SGAs (RaR=0.68, 95% CI:
0.46-0.99, p=0.047, k=12).

Clozapine vs. non-clozapine SGAs

There were only three studies comparing clozapine against
another SGA, with two of them vs. olanzapine61,62, and one vs.
mixed SGAs60, where olanzapine was used in 50% of subjects.
These studies included only subjects with a schizophrenia
spectrum disorder diagnosis. Subjects were 71% male, 77%
Caucasian, with a mean age of 38.7�1.1 years, a mean illness
duration of 17.3�5.1 years, andmean doses of 318.0�17.1 mg/
day for clozapine and 21.0�2.2mg/day for olanzapine.

Therewas no difference regarding probable treatment-emer-
gent TD between clozapine and non-clozapine SGAs (RR=1.07,
95% CI: 0.49-2.34, p=0.86, k=3; RaR=1.10, 95% CI: 0.66-1.90,
p=0.71, k=3).

Risperidone/paliperidone vs. non-olanzapine SGAs

There were six studies comparing risperidone or paliperi-
done against a different non-olanzapine/non-clozapine SGA,
four of which used long-acting injectables (LAIs) (risperidone-
LAI = 3, paliperidone-LAI = 1), and additional treatment arms
from CATIE were also included in this subgroup comparison.
The comparators were aripiprazole (k=2), lurasidone (k=1),
quetiapine (k=1), ziprasidone (k=1) andmixed SGAs (k=1).

Five of the studies included subjects with a schizophrenia
spectrum disorder diagnosis, and one was performed in bipo-
lar disorder patients64. Subjects were 56% male, 51% Cauca-
sian, with a mean age of 36.8�5.7 years, and a mean illness
duration of 10.9�3.3 years.

There was no difference in RRs or RaRs of probable treat-

ment-emergent TD between risperidone/paliperidone treat-
ment arms and SGA comparators (RR=0.88; 95% CI: 0.50-1.56,
p=0.66, k=7; RaR=0.94, 95% CI: 0.65-1.35, p=0.72, k=7).

To address the influence of risperidone-olanzapine head-
to-head comparisons that were grouped primarily into the
first analysis, we added these studies in a sensitivity analysis
to the third set analyses. Doing so, there was no difference in
RaRs for probable treatment-emergent TD between risperi-
done/paliperidone treatment arms and all other SGA com-
parators including olanzapine (RaR=1.24, 95% CI: 0.91-1.60,
p=0.20, k=12).

DISCUSSION

Class-wise TD risk

This meta-analysis on treatment-emergent TD during com-
parative randomized controlled trials shows an overall low, but
still clinically relevant incidence of TD (annualized incidence:
FGAs=6.5%; SGAs=2.6%). However, these rates are based only
on probable and not persistent TD and may be inflated due to
rating scale based assessments that do not take into consider-
ation severity or impact. Conversely, the raw TD incidence
rates based on clinical observation (FGAs=3.8%, SGAs=0.9%)
have clinical face validity, but may be underestimates.

We confirmed our hypothesis of lower incidence rates of
TD during SGA vs. FGA treatment, with a relative risk and an-
nualized rate reduction to one third of the FGA rate and a
NNT=20. Interestingly, the rate of clinically reported, but not
screening-based TD, which may reflect the more severe and
clinically relevant cases, matches earlier incidence reports of
TD risk during clinical FGA use and during early clinical trials
with SGA treatment3.

The significant TD risk reduction with SGAs found in this
meta-analysis contrasts to the findings of the UK-based CUt-
LASS-1 study4 and the US-based CATIE study5, which both
conveyed the impression that the TD risk of FGAs and SGAs did
not differ. While our dataset consisted predominantly of stud-
ies that used haloperidol as the FGA comparator, our analyses

Table 3 Moderating effects of the comparator SGA on annualized rate ratios of treatment emergent tardive dyskinesia in studies comparing FGAs
vs. SGAs

SGA comparator in
FGA study Amisulpride Clozapine Olanzapine Quetiapine Risperidone Ziprasidone

Aripiprazole Q=5.75, p=0.017 Q=7.14, p=0.008 Q=5.04, p=0.025 Q=4.24, p=0.039 Q=11.27, p=0.004 Q=8.84, p=0.003

Amisulpride - Q=0.07, p=0.94 Q=0.65, p=0.42 Q=1.84, p=0.17 Q=2.84, p=0.28 Q=0.49, p=0.49

Clozapine - Q=1.72, p=0.19 Q=2.72, p=0.13 Q=2.52, p=0.28 Q=0.58, p=0.45

Olanzapine - Q=6.12, p=0.013 Q=8.5, p=0.015 Q=3.6, p=0.06

Quetiapine - Q=4.15, p=0.15 Q=0.608, p=0.43

Risperidone - Q=2.58, p=0.27

Significant effects are highlighted in bold prints. FGAs – first-generation antipsychotics, SGAs – second-generation antipsychotics
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exploring the role of haloperidol as the comparator showed
that it did not drive the FGA-SGA class difference. TD RaRs in
studies with haloperidol as the FGA comparator did not differ
from those that used pooled groups of mixed FGAs (including
CATIE andCUtLASS); and both subgroups of FGA comparators
were independently associated with significantly greater TD
risk than the respective SGA comparators.

Notably, CATIE and CUtLASS had methodological limita-
tions regarding the specific question of EPS, as they were de-
signed to assess antipsychotic efficacy. Contrasting to the re-
maining body of studies included in this meta-analysis, the
FGA arms of the CATIE study5 did not include subjects with a
history of TD, as these subjects are at increased risk of TD
upon re-exposure to FGAs. Similarly, contrasting to the re-
maining body of studies included in this meta-analysis, the
FGA arm of the CUtLASS-1 study4 was dominated by the use
of sulpiride (58% of the FGA group). This antipsychotic has
been categorized as atypical based on its high dissociation
constant at the D2 receptor69, consistent with its exceptionally
low EPS risk70. Interestingly, our results are close to the find-
ings of earlier large incidence studies in clinical cohorts that
demonstrated a significant risk reduction for SGAs vs. FGAs of
0.5171 and of 0.55 after adjustment for lifetime antipsychotic
exposure72.

Due to the relatively low absolute annual risk of TD even
during FGA treatment, the NNT to achieve a risk reduction for
TD of 20 may appear too high to warrant an influence on clin-
ical antipsychotic choice. On the other hand, the annual risk
underestimates the individual lifetime risk in chronic mental
illness, where antipsychotic exposure times range around six
years in 40 year olds72, being closer to 15 years in people with
schizophrenia spectrum disorders5. As the individual risk to
develop TD is cumulative, at least during the first five years,
the risk reduction should also be seen as a cumulative gain
throughout the expected treatment period in each individual.

Contrary to earlier suggestions, the advantage of SGAs over
FGAs was not driven by high dose FGA studies, as dose was ex-
cluded as a systematic confound of the FGA-SGA risk compari-
sons. The potential dose effect was consistently ruled out via
different approaches: a) mean/median study dose; b) <500 mg
vs. ≥500 mg chlorpromazine equivalent and <3 mg vs. ≥3 mg
haloperidol; and c) <10 mg vs. ≥10 mg haloperidol. Important-
ly, this finding does contradict the repeated observation that
the individual risk for TD increases with higher FGA doses and
clinically relevant EPS12. Other risk factors, which are estab-
lished for individual TD risk, such as age and gender, also had
no influence on the comparison of TD risks by antipsychotic
class, suggesting that antipsychotic dose, age and gender gen-
eralize as risk factors across different antipsychotics.

Consistent with our hypothesis, however, moderator anal-
yses showed that TD risk reduction with SGAs differed with
specific SGA comparator. The relative risk reduction in com-
parisons vs. FGAs was most pronounced in studies with aripi-
prazole or olanzapine as SGA comparator. However, this infor-
mation has to be interpreted cautiously, as TD RRs and RaRs

vs. FGAs were accentuated in industry-sponsored studies. The
majority of olanzapine studies was industry sponsored and, al-
though the mixed regression model formally confirmed the
independent effect of SGA comparator, while no effect of spon-
sorship was found, no definite statement on this interaction
can be made due to the effect of factor collinearity between
olanzapine treatment and industry sponsorship.

Conversely, why would industry-sponsored trials with pre-
dominantly blinded ratings provide more favourable TD rates
for SGAs? The industry-sponsored studies differed regarding
the following factors: a) a higher number of subjects in FGA
treatment arms (but the number of subjects per treatment arm
is controlled by weighting in meta-analyses); b) higher dose
FGA comparator studies; c) higher mean age; d) fewer early
psychosis cohorts; and e) more clinical reporting-based TD as-
sessment, which likely disfavours treatments with more severe
TD expression, such as FGAs. Nevertheless, none of these
factors was a significant moderator of RaRs in this meta-anal-
ysis.

Within-SGA class comparisons

Consistent with the TD risk reduction of olanzapine and ari-
piprazole relative to FGAs, SGA-SGA comparisons seemed to
confirm that agents with the lowest acute EPS risk73, i.e., cloza-
pine and olanzapine, also have the lowest TD risk. However,
TD rate differences within the SGA class, based on an NNT of
100 for olanzapine vs. other non-clozapine SGAs, were rather
subtle, and quetiapine – that meta-analytically has very similar
acute EPS risk to olanzapine and aripiprazole73 – had the high-
est individual TD risk among SGA comparator trials.

Contrasting to the FGA-SGA comparisons, no effect of study
sponsor was present in the SGA-SGA analyses. However, most
of these studies were industry-sponsored, thus reducing the
ability to assess the impact of this factor. Nevertheless, the
NNT of 100 for the advantage of olanzapine underscores the
need to consider other adverse effects, particularly cardiome-
tabolic risk, whenmaking SGA choices.

Interestingly, and consistent with an earlier clinical TD inci-
dence study72, the TD risk of clozapine and olanzapine was
similar in the three relevant studies. However, clozapine was
relatively under-dosed in those studies. Furthermore, there
were no studies of clozapine vs. non-olanzapine SGAs, a short-
coming that is all the more unfortunate, as olanzapine and clo-
zapine share the major disadvantage of very significant weight
gain. Since aripiprazole also seemed to have a particularly
lower TD risk vs. FGAs, comparing a D2 partial agonist to clo-
zapine for TD risk would be valuable.

In contrast to our initial hypothesis that SGAs with higher
EPS potential, such as risperidone, would also have a high-
er TD risk, there were no notable differences of TD risks be-
tween non-olanzapine, non-clozapine SGAs, including risper-
idone/paliperidone in particular, but analyzable data were lim-
ited.
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Limitations

Multiple limitations have to be taken into considerationwhen
interpreting these results.

First, despite attempts to access this information, 75 ran-
domized studies with an appropriate duration to provide in-
formation on TD risk could not be included in the analysis, as
they did not provide any information on TD (and we were un-
able to obtain such information from the authors). This num-
ber of studies signifies a tremendous loss of information. Im-
portantly, 32 of these studies reported on systematic screening
in their methods, but did not provide information on TD cases.
Instead, reporting of continuous sum scores of various dyskine-
sia-rating scales is common, but not informative, as has been
discussed before10,11.

Second, meta-analyses cannot estimate the risk of non-oc-
currence. Thus, studies that did not observe any cases of TD in
either arm did not contribute to risk calculations. They con-
tribute to RARs though, thus their effect is reflected in the
NNTs. On the one hand, this is an unfortunate shortcoming of
the methodology; on the other hand, the data quality of large
studies in adults with chronic mental illness without a single
case of probable incident TD may also be questionable. Al-
together, five studies including four treatment arm pairs for
FGA-SGA comparisons22,26,28,45 and two treatment arm pairs
for SGA-SGA comparisons22,52 did not contribute to the meta-
analytic risk estimates. Subsequently, the estimated raw TD
rate is likely slightly lower under controlled study conditions,
and similarly the observed differences may also be minimally
lower.

Third, as the minimal exposure duration before TD can be
diagnosed is >3 months6,7, this time frame was chosen during
title/abstract screening for eligible studies. However, within
the time bin of studies lasting <6 months, only one (4-month)
study formally reported treatment-emergent dyskinesia. We,
thus, refrained from systematically requesting data on TD
from studies lasting <6 months (unless a formal screening for
dyskinesia was part of the study design). For all studies lasting
≥6 months, data were requested (even if the study design did
not include formal TD screening). It is often argued that short-
er observation periods are contaminated by high rates of with-
drawal dyskinesia. While this argument can only be tested on
a case-by-case evaluation of emerging dyskinesia cases, the
observation of significantly increasing hyperkinesias during
the early treatment phase with haloperidol, but not with ris-
peridone74, argues against this notion. The median study dura-
tion was one year, but longer observation periods would be
desirable.

Fourth, most studies reported probable mild TD, likely pro-
viding an overestimate of clinically relevant cases. While this is
a cautious, safety-oriented and well-recognized strategy, it
would be important to learn about the rates of persistent TD
along with scale-based severity measures. On the other, con-
servative end of the sensitivity spectrum, some studies, and in-

creasingly more in SGA-SGA comparator trials, only provide
rates of clinically reported TD cases, not relying on rating scale
information. Our moderator analysis did not identify a system-
atic influence of screening techniques on RRs or RaRs, but dif-
ferences in primary data acquisition need to be considered
when interpreting the results.

Fifth, the prevalence of TD in FGA-naïve cohorts treated
with SGAs has been reported to be lower than in subjects with
a history of FGA exposure11. There was, however, not a single
head-to-head RCT to test the effect of prior FGA exposure on
TD rates in the FGA-SGA comparison, and relatively sparse in-
formation on this issues in the SGA-SGA comparisons.

Sixth, as the absolute TD risk gets lower (in SGA studies in
general, relative to all FGA studies), the influence of potential
co-factors, such as co-treatment with other potentially TD-
causing medications (e.g., metoclopramide75,76, flunarizine77,
or antidepressants78) may represent a confound that has not
been addressed in the primary sources.

EPS have been characterized as the most important factor
predicting non-adherence during FGA treatment79. By con-
trast, akathisia, parkinsonism and dyskinesia failed to predict
adherence during the EUFEST and CATIE studies80, but pre-
dicted adherence in another large study including more than
2,000 patients treated with SGAs or FGAs81. Considering the
high incidence of clinically meaningful weight gain during
SGA treatment82, EPS partly lost their weight in clinical deci-
sion-making. Nevertheless, TD remains a clinical problem in
movement disorders clinics: SGA-related tardive syndromes
lately outnumbered FGA-related TD cases in a movement dis-
orders clinic83, likely due to increasing on-label, as well as off-
label use of SGAs.

CONCLUSIONS

In conclusion, the historic notion of an SGA advantage with
regard to TD risk, which had been challenged by CATIE and
CUtLASS, has been confirmed.

Importantly, the quality of data acquisition and reporting of
TD needs to return to earlier standards in future comparative
studies to understand whether or not SGAs differ among one
another with regard to TD risk. Risk estimates should span in-
cidence, severity and persistence as well as impact on func-
tioning and quality of life. Ideally, patient-level data reposito-
ries should help to accurately estimate rare side effects in anti-
psychotic studies.
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CLINICAL UPDATE

Management of common adverse effects of antipsychotic medications
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The benefits of antipsychotic medications are sometimes obscured by their adverse effects. These effects range from relatively minor tolerability
issues (e.g., mild sedation or dry mouth) to very unpleasant (e.g., constipation, akathisia, sexual dysfunction) to painful (e.g., acute dystonias) to
disfiguring (e.g., weight gain, tardive dyskinesia) to life-threatening (e.g., myocarditis, agranulocytosis). Importantly, adverse effect profiles are
specific to each antipsychotic medication and do not neatly fit into first- and second-generation classifications. This paper reviews management
strategies for the most frequent side effects and identifies common principles intended to optimize net antipsychotic benefits. Only use antipsycho-
tics if the indication is clear; only continue antipsychotics if a benefit is discernible. If an antipsychotic is providing substantial benefit, and the ad-
verse effect is not life-threatening, then the first management choice is to lower the dose or adjust the dosing schedule. The next option is to change
the antipsychotic; this is often reasonable unless the risk of relapse is high. In some instances, behavioral interventions can be tried. Finally, con-
comitant medications, though generally not desirable, are necessary in many instances and can provide considerable relief. Among concomitant
medication strategies, anticholinergic medications for dystonias and parkinsonism are often effective; beta-blockers and anticholinergic medica-
tions are useful for akathisia; and metformin may lead to slight to moderate weight loss. Anticholinergic drops applied sublingually reduce sialor-
rhea. Usual medications are effective for constipation or dyslipidemias. The clinical utility of recently approved treatments for tardive dyskinesia,
valbenazine and deutetrabenazine, is unclear.

Key words: Antipsychotics, adverse effects, schizophrenia, akathisia, tardive dyskinesia, parkinsonism, dystonias, impulse control disorders,
sialorrhea, sedation, sexual function, orthostatic hypotension, neuroleptic malignant syndrome, metabolic effects, agranulocytosis

(World Psychiatry 2018;17:341–356)

Antipsychotics are the first-line evidence-based treatment
for schizophrenia and other primary psychotic disorders. Some
antipsychotics are also approved for treatment of bipolar dis-
order, treatment-resistant depression, autism, or Tourette’s
disorder. In addition, these medications are prescribed off-
label for individuals with other conditions, such as borderline
personality disorder, obsessive-compulsive disorder, anorexia
nervosa, insomnia, delirium, and various dementia syndromes
including Alzheimer’s disease. The utility of these drugs is ham-
pered by their adverse effects, which must be weighed against
their variable benefits for these conditions.

In persons with schizophrenia, antipsychotic medications
often provide dramatic symptomatic relief for hallucinations
and delusions, and improvement for disorganized thoughts
and behavior. However, because they are associated with a
multitude of adverse effects, some of which are medically se-
rious and many of which affect patient attitudes toward treat-
ment, discussions about these medications are often domi-
natedby their side effects rather than their benefits. This is high-
lighted by the fact that experts and guidelines commonly rec-
ommend choosing antipsychotic medications based on side ef-
fect profiles, which vary considerably, rather than efficacy,
which is considered to be similar1,2. For non-psychotic dis-
orders and for off-label uses, for which the evidence of anti-
psychotic benefits is often unclear, side effects are vitally im-
portant, because the ratio of benefits to risks is lower and sig-
nificantly influences the decision to use thesemedications.

Risk-benefit assessments about whether to prescribe an
antipsychotic medication for an individual should be made
according to specific drugs (as opposed to “generation” or
“class” of drug) and the specific situation (i.e., actual benefits

and harms expected or experienced by an individual). Because
the benefits of antipsychotics are sometimes obscured by the
adverse effects and medical risks, understanding how such
problems can be avoided and successfully managed is essen-
tial to optimize the use of these important but sometimes con-
troversial medications.

RISKS AND SIDE EFFECTSOVERVIEW

The adverse effects of antipsychotic medications range from
relatively minor tolerability issues (e.g., mild sedation or dry
mouth) to very unpleasant (e.g., constipation, akathisia, sexual
dysfunction) to painful (e.g., acute dystonias) to disfiguring
(e.g., weight gain, tardive dyskinesia) to life threatening (e.g.,
myocarditis, agranulocytosis). Some adverse effects have little
short-term clinical implications (e.g., increased prolactin or
serum lipid levels), but may involve long-term risk of medical
complications.

Each antipsychotic medication has a unique side effect pro-
file, which affects individuals differently. Because the inci-
dence of the side effects varies considerably across the large
number of antipsychotic medications, we provide Table 1,
which estimates the relative liability of commonly used drugs
to cause specific adverse effects. The table demonstrates that
the drugs’ profiles do not adhere closely to first- and second-
generation classifications of antipsychotics. With the impor-
tant exception of tardive dyskinesia, which is more common
among patients treated with older (first-generation) medica-
tions such as chlorpromazine and haloperidol, no adverse ef-
fect is class-specific. Weight gain is not unique to newer drugs,
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nor is it present in all of the newer medications. Similarly,
akathisia and parkinsonism are common with older drugs and
some newer drugs. Several adverse effects – seizures, neutro-
penia, sialorrhea – are virtually unique to clozapine.

Some population groups respond distinctively to antipsy-
chotics. For example, children, adolescents and the elderly are
more likely to experience certain adverse effects or experience
themmore severely. Youth aremore susceptible to weight gain
and sedation, while the elderly are more vulnerable to conse-
quences of orthostatic hypotension (falls) and anticholinergic
effects (cognitive impairment). In addition, individuals vary
considerably in their risk of side effects and how these effects
are experienced.

PRINCIPLES FOR ANTIPSYCHOTIC PRESCRIBING

Before discussing the management of specific adverse ef-
fects, we propose some general principles for optimal pre-
scribing of antipsychotic medications. First, only prescribe
antipsychotics when a clear benefit can be expected and there
is no safer or feasible alternative. Second, choose an anti-
psychotic based on the clinical situation and preferences of
the patient (e.g., avoid medications that cause orthostatic
hypotension in the elderly; avoid medications associated with
substantial weight gain in patients who prioritize weight con-
trol; avoid QTc-prolonging drugs in patients with a history of
heart disease, arrhythmia or syncope). Third, use the lowest
effective dose of antipsychotic medication, which must be de-
termined empirically for each individual. Fourth, discontinue

the antipsychotic if there is no benefit. Often there is at least
some benefit, signaling the need for an individualized risk-
benefit assessment if there are side effects. Finally, monitor for
known side effects regularly (see Table 2). The rest of this
paper addresses what to do when adverse effects occur.

GENERAL STRATEGIES FORMANAGING THE
ADVERSE EFFECTSOF ANTIPSYCHOTICS

Antipsychotics that are not beneficial or are not required
should be discontinued. The main strategies for managing ad-
verse effects are as follows:

Lower the dose. This is relevant when the antipsychotic has
provided benefit, and the adverse effect is dose-related and
not medically urgent. Using the lowest dose that is effective at
achieving treatment goals is widely recommended and re-
duces dose-related effects such as parkinsonism, sedation, hy-
perprolactinemia, orthostatic hypotension, and anticholiner-
gic effects. In practice, finding the optimal, lowest effective
dose is an individualized, empirical process that must balance
the desires for maximal efficacy andminimal adverse effects3.

Switch to an antipsychotic with a different adverse effect pro-
file. Switching to a medication not likely to cause the problem-
atic effect is a common strategy proven effective for at least
some adverse effects, for example to address dyslipidemias or
reduce weight4,5. Variability among antipsychotic medications
in the risk for akathisia, parkinsonism and hyperprolactinemia
makes switching an attractive approach to these problems,
and evidence from observational and randomized trials sup-

Table 1 Side effect profiles of selected antipsychotic drugs

Adverse effects AMI ARI CPZ CLO HAL LUR OLA PAL PER QUE RIS SER ZIP

Anticholinergic effects 0 0 ++ +++ 0 0 ++ 0 0/+ +/++ 0 0 0

Acute parkinsonism + + + 0 +++ +/++ 0/+ ++ ++ 0 ++ 0/+ +

Akathisia + ++ + + +++ +/++ + + ++ + + + +/++

Tardive dyskinesia 0/+ 0/+ ++ 0 ++ 0/+ 0/+ 0/+ ++ 0/+ 0/+ 0/+ 0/+

Diabetes 0/+ 0/+ +++ +++ 0/+ 0/+ +++ + + ++ + + 0/+

Weight gain 0/+ 0/+ +++ +++ + 0/+ +++ ++ ++ ++ ++ ++ 0/+

Increased lipids + 0/+ +++ ++ 0/+ 0/+ +++ + + ++ + + 0/+

Sialorrhea 0 0 0 ++ 0 0 0 0 0 0 0 0 0

Neutropenia 0/+ 0/+ 0/+ +++ 0/+ 0/+ 0/+ 0/+ 0/+ 0/+ 0/+ 0/+ 0/+

Orthostatic hypotension 0/+ 0/+ ++ ++ 0 0/+ + + + ++ + ++ 0

Hyperprolactinemia +++ 0 + + ++ + + +++ ++ 0 +++ + +

Increased QTc interval ++ 0/+ 0/+ ++ 0+ 0/+ 0/+ + + + + ++/+++ ++

Sedation 0/+ 0/+ ++ +++ + +/++ +/++ 0/+ + ++ b + 0/+ +

Seizures 0/+ 0/+ 0/+ ++ 0/+ 0/+ 0/+ 0/+ 0/+ 0/+ 0/+ 0/+ 0/+

AMI – amisulpride, ARI – aripiprazole, CPZ – chlorpromazine, CLO – clozapine, HAL – haloperidol, LUR – lurasidone, OLA – olanzapine, PAL – paliperidone,
PER – perphenazine, QUE – quetiapine, RIS – risperidone, SER – sertindole, ZIP – ziprasidone, 0: none or equivocal, 0/+: minimal/rare, +: mild/sometimes occurs, +
+:moderate/occurs frequently, +++: severe/occurs very often
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ports this4,5. Switching is ideally done gradually rather than
abruptly, to avoid symptom exacerbation and other rebound
phenomena. A cross-titration completed within two to four
weeks was adequate in one randomized controlled trial5. A
risk when switching from an antipsychotic that has been ef-
fective is that the new medication may not be as efficacious;
therefore patients undergoing switches should be monitored
carefully for symptom exacerbations. Unless an individual has
only responded to clozapine, switching antipsychotics is a pre-
ferred approach to deal with adverse effects that cannot be ad-
dressed with dosage adjustments.

Use a non-pharmacologic intervention. Non-pharmacologic
interventions to reduce adverse effects are appealing but gen-
erally unavailable. Diet and exercise programs aremodestly ef-
fective in addressing weight gain and related lipid abnormal-
ities6.

Treat with a concomitant medication. Using medications to
manage antipsychotic side effects is a common but often sub-
optimal approach, because the beneficial effects of concomi-
tant medications are oftenmodest, they also may have adverse
effects, and drug interactions may occur. For example, anti-
cholinergic medications used to treat parkinsonism are associ-
ated with cognitive impairment and constipation. Further, few
concomitant medication approaches are supported by evi-
dence from randomized controlled trials.

In the following section, we describe common antipsycho-
tic adverse effects and approaches to their prevention and
management (see also Table 3). We focus on the most com-
mon and consequential adverse effects rather than the many
possible but relatively rare effects. Our emphasis is on evi-
dence-based management strategies, but in many instances
the evidence is based on common sense and case reports ra-
ther than randomized controlled trials.

SPECIFIC ADVERSE EFFECTS

Neurologic side effects

Neurologic side effects known as extrapyramidal symptoms
are prominent with antipsychotic medications, and the risk
varies considerably among the individual antipsychotics, with
high-potency drugs such as haloperidol carrying the greatest
risk (Table 1). Principal manifestations include dystonias, aka-
thisia and parkinsonism; tardive syndromes are discussed sep-
arately below. Dystonias are involuntary contractions of antag-
onistic muscle groups, leading to twisting, sustained and re-
petitive motions or abnormal postures, most commonly in the
head, face and neck. These can be painful and highly distress-
ing. Akathisia refers to a feeling of restlessness and tension that
usually (but not always) compels the sufferer to near-constant
motion, inducing dysphoria and even suicidality7. Parkinson-
ism includes a number of drug-induced symptoms resembling
Parkinson’s disease, such as bradykinesia, rigidity and tremor.

Dystonias typically occur within hours to days of antipsy-
chotic administration or dose increase, almost always within
the first five days8. Prevalence varies widely based on specific
medication and risk factors9. A history of extrapyramidal side
effects is the most significant risk factor, with a relative risk of
about six10. Young age and male sex are also clear risk fac-
tors10-12. The two most concerning presentations are laryngo-
spasm, which is rare but life-threatening13, and oculogyric cri-
sis, a highly painful and distressing tonic deviation of the eyes
that can become recurrent or chronic14.

Because dystonias are painful and highly distressing, pre-
vention is the best management strategy. The mainstay of
prophylaxis for dystonias is anticholinergic medication. Benz-
tropine prophylaxis is effective for high-potency antipsycho-

Table 2 Suggestedmonitoring schedule for individuals taking antipsychotic medications

Baseline Each visit During titration At 3 months Quarterly Every 6 months Annually

Weight X X X

Tardive dyskinesia (Abnormal Involuntary
Movement Scale)

X X X

Parkinsonism, akathisia X X X

Glucose metabolism (fasting blood sugar, HbA1C) X X X

Lipid metabolism (fasting lipids) X X X

Blood pressure and pulse X X X X

Sexual/reproductive function X X X

Sedation X X

ECG (based on history and symptoms) X

Prolactin If symptoms of hyperprolactinemia develop

If taking clozapine, monitor for neutropenia, myocarditis and sialorrhea; if taking aripiprazole, cariprazine or brexpiprazole, monitor for impulse control disorders/be-
havioral addictions
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tics15-18, but may be ineffective for low-potency medications19.
There is not yet consensus on when prophylaxis is indicated,
but clinical judgment of relative risk of dystonias versus risk of
anticholinergic side effects and polypharmacy suggests many
cases in which prophylaxis is clearly indicated (e.g., a young
male starting ahigh-potency antipsychotic). Prophylaxis should
always be used if a patient is getting a first dose of a high-po-
tency antipsychotic, such as haloperidol, by injection. Once a
patient is on a stable dose of antipsychotic and anticholinergic,
gradual withdrawal of the anticholinergic may be possible20,
though a quarter of patients may require reinstatement21. For
patients who have dystonias on a high-potency antipsychotic,
switching to a lower potency antipsychotic may reduce the risk
of dystonias aswell as parkinsonism22.

In acute dystonic reactions requiring urgent treatment, in-
tramuscular anticholinergics (e.g., biperiden 5 mg) or antihis-

taminics (e.g., diphenhydramine 50 mg) are indicated9. Mul-
tiple doses may be required for initial response, and are usual-
ly needed for 1-2 days to maintain response until the causative
antipsychotic is cleared. Benzodiazepines are also thought to
be effective in treating dystonias23,24.

Parkinsonism typically presents insidiously over days to
months8. In contrast to dystonias, risk of parkinsonism is great-
er in women and older patients25. Additional risk factors in-
clude pre-existing rigidity26 and AIDS27,28. Treatment of psycho-
sis in patientswith Parkinson’s disease is complex, and reviewed
elsewhere29-31.

In the treatment of antipsychotic-induced parkinsonism, re-
ducing dose should be a first consideration32; switching from
an antipsychotic with high risk to one of low risk can also be an
effective strategy33. Concomitant medications are a third com-
mon approach that is useful if switching antipsychotics is not

Table 3 Common antipsychotic adverse effects andmanagement strategies

Adverse effects First choice Second choice Third choice Others/Comments

Dystonias Anticholinergic medication Antihistaminic medication Benzodiazepine

Parkinsonism (tremor, rigidity,
bradykinesia)

Lower dose Change to antipsychotic with
lower risk

Concomitant use of
anticholinergic agent

Akathisia Lower dose Change antipsychotic Concomitant use of
beta-blocker

Anticholinergics and
benzodiazepines

Tardive dyskinesia Lower dose Valbenazine or
deutetrabenazine

Gingko biloba or clonazepam

Sialorrhea Conservative approaches such
as sugarless gum during day,
towel over pillow at night

Anticholinergic drops
(ipratropium or atropine)
topically/sublingually

Sedation Dose at night before sleep Lower dose Change to less sedating
antipsychotic

Stimulants have unclear
benefit

Prolactin elevation, sexual side
effects

Dose reduction Change to a prolactin-sparing
antipsychotic

Add aripiprazole Phosphodiesterase
inhibitors for sexual
dysfunction

Orthostatic hypotension Adjust dose or dosing schedule Behavioral changes including
adequate hydration

Change antipsychotic Concomitant
medication strategies
are limited

QT prolongation Change antipsychotic Avoid other QT-
prolonging agents

Neuroleptic malignant
syndrome

Discontinue antipsychotic Supportive measures including
IV hydration and cooling

Dantrolene and bromocriptine

Neutropenia/agranulocytosis Discontinue clozapine or other
causative agent

Colony-stimulating factors
(e.g., filgastram)

Impulse control disorders/
behavioral addictions

Change antipsychotic

Myocarditis Discontinue clozapine or other
causative agent

Weight gain, dyslipidemia Behavioral modification (diet,
exercise)

Change antipsychotic Metformin

Anticholinergic effects (dry
mouth, blurry vision,
tachycardia, constipation)

Lower dose Change antipsychotic Treat symptoms, e.g.,
constipation with osmotic
agents, stimulant laxatives;
tachycardia with
beta-blocker

Limit other
anticholinergic
agents
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desirable. Anticholinergic medications are useful in the treat-
ment of parkinsonism, but this has not been thoroughly stud-
ied34,35; the risks of anticholinergic agents are greater in the
elderly (who are more likely to be affected by parkinsonism).
Benztropine, which is in common use, and ethopropazine,
which may not be widely available, are anticholinergic med-
ications known to be effective for parkinsonism36,37. Amanta-
dine at 100-400 mg daily also has good support in the litera-
ture36,38-40, and may be particularly helpful in elderly patients
whoneed to avoid anticholinergic effects32.

Akathisia typically develops gradually over days to weeks of
treatment, though it can present more acutely41. There is not
strong evidence for risk factors, other than current antipsycho-
tic dose and rate of dose increment42,43. Akathisia occurs with
many antipsychotics, with high-potency agents and aripipra-
zole being particularly prone to this side effect, while clozapine,
olanzapine and quetiapine are low-risk44,45.

Centrally-acting beta-adrenergic antagonists, primarily pro-
pranolol, have long been used as first-line therapy for akathisia
with moderate efficacy45,46, supported by multiple small pla-
cebo-controlled trials47-50. Orthostatic hypotension and brady-
cardia are significant drawbacks to beta-blockers. Anticholin-
ergics such as benztropine have also been used clinically for
akathisia, but their usefulness has not been demonstrated in a
systematic way51. Anticholinergics may work best for akathisia
when it co-occurs with parkinsonism52.

Serotonergic treatments have gathered increasing attention
for treatment of akathisia. The antidepressant mirtazapine at
15 mg/day has shown propranolol equivalency in several trials
and seems to be well tolerated in the short term43,50,51, though
its potential to cause weight gain is a particular consideration
among those receiving antipsychotics. The specific 5-HT2A/C
antagonists mianserin and ritanserin have also shown efficacy
in small open-label studies52-58. Zolmitriptan (a 5-HT1B/1D
agonist) and cyproheptadine (which has 5-HT2 antagonism in
addition to anticholinergic and antihistaminergic properties)
were both found to be as effective as propranolol in small ran-
domized trials59,60.

Benzodiazepines are also commonly used to treat akathisia.
In severe, acute cases, intravenous diazepam has produced
rapid resolution of symptoms61. Clonazepam and lorazepam
have shown utility in several small trials62-64, with at least
some evidence of a dose-response relationship. Further stud-
ies, particularly long-term trials given the tolerance that devel-
ops to these medications, are required65. A possible associ-
ation of benzodiazepines with increased mortality rates in
schizophrenia dampens enthusiasm for this approach66.

Several other approaches to akathisia have been explored,
but have very limited empirical support. High dose vitamin
B6 (600 mg/day) was shown to provide subjective improve-
ment in a small blinded trial67, but this dose risks peripheral
neuropathy in long-term treatment68. Clonidine has shown
similar efficacy to beta-blockers, but with poorer tolerabil-
ity52. Diphenhydramine has produced mixed results in small

trials of akathisia induced by metoclopramide and prochlor-
perazine69-71.

Tardive syndromes

Tardive dyskinesia is one of the most dreaded complica-
tions of antipsychotic treatment, though it may also occur with
other medication classes72. It typically develops after months
or years of exposure, and is characterized by involuntary athe-
toid or choreiform movements of the lower face, extremities
and/or trunk muscles. Most commonly, these present as gri-
macing, lip-smacking/puckering, tongue movements, and ex-
cessive blinking. Most distressingly, symptoms persist long
after the offending medication is discontinued, and may be
permanent in some cases (dyskinesia lasting less than amonth
after withdrawal is considered a separate clinical entity, with-
drawal dyskinesia). Other tardive manifestations may include
akathisia, stereotypies, dystonias, parkinsonism, tremor, myo-
clonus, and tourettism73.

Estimates of prevalence have varied, but a large systematic
review of nearly 40,000 patients published in 1992 suggested
that about 24% of those treated with antipsychotics had tar-
dive dyskinesia74; the prevalence is thought to have declined
since then due to the use of newer medications and more
moderate dosing. Risk factors for the syndrome include early
presence of extrapyramidal symptoms75, and possibly African
ethnicity and older age72,74,76. Female sex may also increase
the risk72,74, though there is conflicting evidence76-78. The
early presence of extrapyramidal symptoms is a particularly
useful risk factor, potentially allowing clinicians to reduce
dose or switch antipsychotic before tardive dyskinesia is in-
duced. There is an association of anticholinergic medication
use with tardive dyskinesia which remains unexplained77; per-
haps the presence of extrapyramidal symptoms explains this
correlation.

Many studies have attempted to characterize genetic risk
factors for tardive dyskinesia. In general, there have as yet been
no findings conclusive enough, and with sufficient effect size,
to warrant screening. Variations in catechol-O-methyltransfer-
ase79,80, brain-derived neurotrophic factor (BDNF)81, dopa-
mine receptor 282, and manganese superoxide dismutase79

genes have modest evidence for increasing risk. There is also
mounting evidence that polymorphisms in genes involved in
GABA and serotonergic signaling may confer risk83-85. It seems
likely that, with continued effort, a clinically useful genetic
screening test for tardive dyskinesia risk might be developed in
the near future83.

Newer (second-generation) antipsychotics are less likely to
cause tardive dyskinesia85, with annual incidence estimated at
3.9% (vs. 5.5% for first-generation drugs) in a review of twelve
trials86. This differential of risk may be more pronounced in
the elderly87,88. In a patient who has developed tardive dyskine-
sia on a first-generation antipsychotic, common clinical prac-
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tice is to switch to a second-generation drug, but the empirical
evidence to support this is weak; this has only been studied in
small trials of risperidone and olanzapine89-91. Dosage reduc-
tion is also commonly recommended to prevent worsening of
tardive dyskinesia, but again there is little evidence for this
practice92.

Many pharmaceutical strategies for tardive dyskinesia have
been explored. Inhibitors of vesicular monoamine transporter
2 (VMAT2) are most notable: valbenazine was recently ap-
proved by the US Food and Drug Administration (FDA)93. The
closely related medication tetrabenazine, approved for Hun-
tington’s disease but used off-label for a variety of hyperkinetic
movement disorders, has also shown utility in treating tardive
dyskinesia94,95. It is unclear to what extent these drugs differ in
safety or efficacy96. Deutetrabenazine, an isotopic isomer of
tetrabenazine, was also recently approved by the FDA as a
treatment for tardive dyskinesia97. The impact of these new
treatments is currently uncertain.

Most GABA agonists tested – including valproate, baclofen,
progabide and tetrahydroisoxazolopyridine – have not shown
any compelling benefit, and may worsen mental state98. How-
ever, clonazepam demonstrated moderate efficacy in one of
the few double-blind randomized clinical trials for tardive dys-
kinesia99; tolerance developed to its antidyskinetic effect, but
this could be restored by brief washout. Also of note, efficacy
was more marked in those with primarily dystonic symptoms,
as opposed to choreoathetoid dyskinesia.

A single fairly large randomized controlled trial found evi-
dence that ginkgo biloba extract improved tardive dyskinesia
symptoms andwaswell-tolerated100. This effect is possiblyme-
diated by increases in BDNF101. Other supplement-based strat-
egies include vitamin B6 (pyridoxal 5’-phosphate), with a re-
cent meta-analysis providing weak but supportive evidence102.
There is also weak evidence that vitamin Emay protect against
worsening of tardive dyskinesia, but this finding also requires
further study103.

A number of potential tardive dyskinesia treatments have
very limited or conflicting evidence bases, including calcium
channel blockers, other VMAT inhibitors such as reserpine,
cholinergic and anticholinergic drugs, amantadine, and leve-
tiracetam104-106.

As a final resort, there is growing evidence that brain stimu-
lation and surgical approaches may provide sustained relief of
severe tardive dyskinesia, with particularly promising data for
stimulation of the globus pallidus107-109. There have also been
some case reports suggesting potential benefits of lesioning
surgeries of the globus pallidus or thalamus110.

Overall, a variety of treatment options exist for tardive dys-
kinesia but, with the exception of valbenazine and deutetrabe-
nazine, none hasmet a level of clinical efficacy and safety suffi-
cient to be approved by regulators. Prior to their development,
the evidence-based guidelines of the American Academy of
Neurology reported the strongest (“moderate”) evidence of ef-
ficacy for clonazepam and ginkgo biloba104.

Sialorrhea

Sialorrhea, the excessive production of saliva, is a side effect
most commonly observed in patients treated with clozapine
(possibly more than 90% of patients)111, but can occur with
other antipsychotics as well. It is believed to be related to ac-
tions on muscarinic and adrenergic receptors in the salivary
glands112,113. It is often uncomfortable, embarrassing and stig-
matizing, and can even result in aspiration pneumonia114,115. In
somecases, painful swelling of the parotid can co-occur116,117.

As with many antipsychotic side effects, using the lowest
necessary dose and observing a gradual titration schedule are
thought to minimize development of sialorrhea118. A number
of treatments have been explored, principally antimuscarinic
and alpha-adrenergic agents. Studies have focused almost ex-
clusively on clozapine-induced sialorrhea119, so the generaliz-
ability of findings to other antipsychotics is an open question.

Topical therapy with anticholinergics, typically by adminis-
tering an ophthalmic or inhaler preparation sublingually, has
been shown to improve symptoms. Atropine appears effective,
though the short half-life limits its utility overnight120-122.
Ipratropiumhas also shown good effect in several case studies
122-124, though a randomized controlled trial did not detect ef-
ficacy125.

Among systemic antimuscarinic agents, there is evidence
for efficacy of benztropine21,126, trihexylphenidyl127, glycopyr-
rolate128, and pirenzepine129,130. Amitriptyline has also been
tried in a small case series with promising results131. However,
systemic antimuscarinic drugs present their own risks (confu-
sion, blurred vision, constipation), which may be additive to
clozapine’s own anticholinergic effects.

Adrenergic agents also appear useful in antipsychotic-in-
duced sialorrhea, though the mechanism is not clear. Cloni-
dine has shown encouraging results in individual cases132,133.
Another alpha-2 agonist, guanfacine, was effective in a single
case134. The alpha-1 antagonist terazosin showed significant
promise in a small trial126, but has not subsequently been stud-
ied. Though these studies have not reportedmajor side effects,
the potential for worsening antipsychotic-induced orthostatic
hypotensionmust be considered.

Several other pharmacologic strategies have been explored.
The antipsychotics sulpiride and amisulpride have shown
promising results in several small trials135-137, as has the mono-
amine oxidase inhibitormoclobemide136,138. Finally, botulinum
toxin injection has been shown to substantially improve anti-
psychotic-induced sialorrhea for 8-16weeks139,140.

If conservative, non-pharmacologic approaches are inef-
fective, we suggest that topical treatment with ipratropium or
atropine be the initial approach to antipsychotic-induced sia-
lorrhea, given the relative safety and tolerability. If these agents
are ineffective, systemic medication can be used, selecting
from the above-mentioned agents based on the patient’s clin-
ical picture (e.g., using clonidine in a patient with hyperten-
sion, benztropine in one with other extrapyramidal symptoms,
amisulpride in onewith resistant psychotic symptoms).
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Sedation

All antipsychotic medications have been observed to cause
sedation, but the severity and frequency vary widely among
agents141. Sedation may be a causative factor in the increased
risk for venous thromboembolism in patients treated with
antipsychotics142.

Although it is a common side effect and a frequently cited
reason for medication non-adherence, the management of
sedation has not been widely studied. Shifting dosing to night-
time, and reducing total daily dose, are the initially recom-
mended approaches143, followed by transitioning to a less sed-
ating antipsychotic. Additionally, other sedating medications
should be discontinued or changed when possible. The use of
caffeine is also common, though it has not been systematically
studied.

Stimulants and modafinil may improve cognitive and nega-
tive symptoms in schizophrenia144, but relatively little research
has focused on their potential utility in antipsychotic-induced
sedation. In two cases, methylphenidate was reportedly useful
and safe in treating patients with severe and unremitting sed-
ation due to clozapine145. A small double-blind crossover study
of methylphenidate did not specifically address antipsychotic-
related sedation, but failed to find any benefit on a variety of
clinicalmeasures146.Moreover,methylphenidate has also been
shown to worsen disorganization in patients with schizophre-
nia147. Likewise, despite case reports suggesting that modafinil
may treat sedation148, a systematic review of the literature
found little or no evidence to support this149, and a random-
ized controlled trial also found no significant effect150. A con-
cern is that these medications may lead to worsening of move-
ment disorders151,152.

Prolactin, sexual function, and bone mineral density

Many antipsychotics can increase the release of prolactin,
which can lead to a number of acute side effects: sexual dys-
function, anovulation, inappropriate lactation (galactorrhea),
and gynecomastia. Antipsychotics can be imperfectly divided
into prolactin-inducing and prolactin-sparing groups. The for-
mer include all first-generation antipsychotics, risperidone,
paliperidone and amisulpride; the latter include clozapine,
quetiapine, ziprasidone and aripiprazole153. Long-term hyper-
prolactinemia is also associated with decreased bone mineral
density and osteoporosis154.

Sexual dysfunction – including reduced libido, anorgasmia
and erectile dysfunction – is common in patients taking anti-
psychotics155,156 and must be monitored by prescribers. One
measure to use is the Antipsychotics and Sexual Function
Questionnaire157. Assessment of a patient with sexual dys-
function should include obtaining prolactin levels, reviewing
other medications that may contribute, and ruling out poten-
tial comorbid causes158. Treatment strategies are largely dose
reduction or switching to a prolactin-sparing antipsychotic

(though sexual dysfunction is also common with clozapine
and olanzapine)159. Evidence for specific symptom treatments
(other than phosphodiesterase inhibitors for erectile dysfunc-
tion) is lacking160.

Multiple studies have also identified an increased rate of os-
teopenia and osteoporosis in patientswith schizophrenia161,162;
however, multiple factors beyond antipsychotic use may con-
tribute, including smoking, alcohol use, sedentary lifestyle, and
poor nutrition153. Studies have shown that reduced bone min-
eral density and increased rate of hip fractures are associated
with prolactin-inducing antipsychotics163,164. There has also
been concern that elevated prolactin levels may be partly re-
sponsible for the observed increase in breast cancer rate among
women with schizophrenia165, though evidence is far from
conclusive, due to multiple associated lifestyle and metabolic
factors166.

There is not yet a consensus on the appropriate monitoring
for and management of hyperprolactinemia in people treated
with antipsychotics167-169. In general, patients should be asked
about baseline sexual dysfunction, menstrual irregularity and
galactorrhea prior to initiation of antipsychotics. There is not a
consensus on obtaining baseline prolactin levels. A conserva-
tive approach is to ask patients periodically about symptoms
of hyperprolactinemia and to check the prolactin level in any
patient developing symptoms. Another rational approach is to
obtain a prolactin level at baseline and then approximately
three months after starting an antipsychotic, as prolactin levels
will have peaked by then167.

Several specific populations are thought to be at particularly
high risk for morbidity due to hyperprolactinemia and, if clin-
ically feasible, should be placed on antipsychotics with min-
imal risk of raising prolactin levels169. First, in patients with es-
tablished osteopenia or osteoporosis, a prolactin-sparing anti-
psychotic is obviously preferable. This may also apply to pa-
tients under the age of 25 who have not yet achieved peak
bone mass, particularly women, who may be at increased risk
for later osteoporosis170. Second, in female patients intending
to become pregnant, a prolactin-sparing antipsychotic will be
less likely to interfere with reproductive function. Third, and
quite speculatively, in patients with a history of, or otherwise
at elevated risk for breast cancer, there may be a greater dan-
ger of cancer or recurrence if treated with prolactin-elevating
drugs171.

Development of hyperprolactinemia in a patient on anti-
psychotics often presents a dilemma to the treating psychi-
atrist regarding further workup. If a baseline prolactin was ob-
tained, and the elevation in prolactin appears clearly related
to the antipsychotic, further workup is likely not necessary.
More concerning signs include symptoms of pituitary disease
(headaches, visual changes) and prolactin levels more than
four times the upper limit of normal (>150 ng/mL), in which
case evaluation by an endocrinologist and imaging (preferably
magnetic resonance imaging) is warranted167,169. In cases of
uncertainty (and where the risk of destabilizing the patient is
low), a prolactin level assessment may be made after 3-4 days
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off antipsychotics; a significant reduction in prolactin is re-
assuring that there is not an underlying pathology.

In cases of confirmed antipsychotic-induced hyperprolacti-
nemia that are symptomatic, management is dose reduction
or switch to a prolactin-sparing antipsychotic. If the clinical
risk of dose reduction or switch is felt to be too high, an alter-
native strategy is to augment with aripiprazole, which has
been shown to reduce prolactin levels in patients treated with
risperidone172. A more experimental strategy is the use of
dopamine agonists such as bromocriptine or cabergoline,
which have been found to decrease prolactin and improve sex-
ual function, though these may lead to worsening of psychotic
symptoms173,174.

An important but unanswered question is the role of bone
density screening in patients on antipsychotics. The US Pre-
ventative ServicesTaskForce recommends screening allwomen
at age 65,while theUS-basedNationalOsteoporosis Foundation
also recommends screeningmenover 70, aswell asmenopausal
women with risk factors. Because individuals with schizophre-
nia often have multiple risk factors beyond antipsychotic use
(e.g., smoking, obesity, diabetes), more aggressive screening is
warranted than for the general population.

Orthostatic hypotension

All antipsychotics carry some risk of orthostatic hypotension,
defined as a ≥20 mmHg drop in systolic or a ≥10 mmHg drop
in diastolic blood pressure within three minutes of standing.
Orthostatic hypotension can lead to dizziness, syncope, falls,
and worsening of angina, and it should be evaluated by both
history and measurement. Risk factors include systemic dis-
eases causing autonomic instability (e.g., diabetes, alcohol de-
pendence, Parkinson’s disease), dehydration, drug-drug inter-
actions, and age175. Chlorpromazine, sertindole, clozapine and
quetiapine appear to have the greatest risk176,177, and data sug-
gest iloperidone is also high-risk178. Blockade of alpha-1 adre-
noceptors and anticholinergic effects are believed to be the
mechanism179.

Switching to an antipsychotic that is rarely associated with
orthostatic hypotension is a preferred management approach.
Prevention of orthostatic hypotension relies on antipsychotic
choice, gradual titration, and dosing distributed throughout
the day (in order tominimize peak levels)175. Ample consump-
tion of water and increased salt intake (supplementing 1-2 g/
day), if not contraindicated, can reduce symptomatic hypoten-
sion180. Abdominal binders and leg compression stockings
can reduce venous pooling and improve symptoms181.

Pharmacologic treatment may be required in rare cases.
Caffeine consumption may have a beneficial, mild pressor ef-
fect180. Fludrocortisone is widely used for treating orthostatic
hypotension, and has been administered successfully in cloza-
pine-associated orthostatic hypotension182; deleterious effects
on blood sugar and electrolytes are a significant drawback,
particularly in patients who already have metabolic side ef-

fects175. The alpha-1 agonist midodrine may also be con-
sidered175,183, but has been linked to acute dystonias when
combined with antipsychotics184,185.

Sudden cardiac death and QT prolongation

Antipsychotics are associated with a 1.5 to 4-fold increase in
risk of sudden cardiac death186-189. Risk factors include use of
high dose or rapid administration, thioridazine or butyrophe-
none antipsychotics, and pre-existing hypertension or ische-
mic heart disease188,190,191. There are conflicting data for an
association with age188,192. There is no evidence that second-
generation antipsychotics are safer than first-generation drugs
as a class187.

The leading proposed mechanism is blockade of repolariz-
ing potassium currents and prolongation of the QT interval,
which are thought to lead to ventricular arrhythmias. Measure-
ment of QT provides limited guidance in terms of risk; never-
theless, QTc >500 ms or an increase of 60 ms above baseline is
regarded as a clear concern193. It is critical for the practitioner
to consider all medications the patient is taking, as a diverse
set of drugs cause QT prolongation194. A number of risk factors
can make a modest QT prolongation dangerous, including
bradycardia, hypokalemia, hypomagnesemia, congestive heart
failure, atrial fibrillation, female gender, ion channel poly-
morphisms194, and cocaine and chronic alcohol use193.

Some experts argue that an electrocardiogram (ECG) should
be obtained prior to, and shortly after, starting antipsychotic
medications as amatter of course195. To support this view, they
cite the significantly higher absolute risk of sudden cardiac
death than clozapine-induced agranulocytosis, for which an
extensive monitoring system is in place. Others recommend
monitoring only with certain antipsychotics or when other risk
factors are present196. The American Psychiatric Association’s
latest guidance recommends thorough physical exam and la-
boratory screening, with ECG indicated when thioridazine, zi-
prasidone, pimozide or mesoridazine are prescribed; family
history of sudden cardiac death or long-QT syndrome are pre-
sent; there is a personal history of syncope or known heart dis-
ease; or electrolyte abnormalities are present197. The UK Na-
tional Health Service includes haloperidol, sertindole and pi-
mozide as “high-risk” and requiring routine ECG, and recom-
mends ECG if risk factors are present with “moderate-risk”
drugs, including chlorpromazine, amisulpride, lurasidone,
quetiapine, zotepine, promazine and melperone198. Patients
who take more than one QT-prolonging drug warrant careful
screening and monitoring.

Neuroleptic malignant syndrome

Neuroleptic malignant syndrome is one of themost danger-
ous adverse effects of antipsychotics. Hallmarks of the syn-
drome are fever, autonomic instability, rigidity and altered

348 World Psychiatry 17:3 - October 2018



mental status, associated with leukocytosis and elevated crea-
tine phosphokinase. Mortality has been estimated at about
5%199. Neuroleptic malignant syndrome related to second-
generation antipsychotics, particularly clozapine, may be less
likely to present with signs of parkinsonism200,201. Incidence
estimates vary widely, with the largest recent studies reporting
rates of 0.02 to 0.04%199,202,203. The most important risk factor
is a prior history of the syndrome. Pharmacologic risk factors in-
clude antipsychotic polypharmacy, high-potency antipsycho-
tics, parenteral administration, rapid dose escalation, aripipra-
zole, lithium and benzodiazepine use199,202,203. Multiple medi-
cal comorbidities, heat exposure, dehydration, and the use of
restraints are also associatedwith the syndrome196,202-208.

Neuroleptic malignant syndrome is a medical emergency,
often requiring intensive care. Evidence is from case reports
rather than randomized clinical trials. For the psychiatrist, first
steps are immediate withdrawal of all antipsychotics and re-
lated drugs (e.g., metoclopramide), cooling measures, and
transfer to higher level of care203. Aggressive intravenous hy-
dration and correction of electrolyte abnormalities are essen-
tial. Benzodiazepines may be helpful in treating the syndrome,
and are preferable to physical restraint in agitated patients200.
The skeletal muscle relaxant dantrolene and the D2-agonist
bromocriptine are among first-line medications for moderate
or severe neuroleptic malignant syndrome199. Electroconvul-
sive therapy has been successfully used in treatment-refrac-
tory cases209.

Rechallenging a patient who has recovered from neurolep-
tic malignant syndrome with an antipsychotic is a clinical di-
lemma. The likelihood of recurrence is not well known, but
likely in the range of 10-40%210-212. Longer delay from reso-
lution of the syndrome to rechallenge is associated with re-
duced risk of recurrence209. In some cases, it may be necessary
to treat a patient with electroconvulsive therapy to maintain
symptom control for an extended period prior to rechal-
lenge213. When reintroduction of an antipsychotic is neces-
sary, it is prudent to select a drug with lower D2 potency
(e.g., quetiapine or clozapine), pursue very gradual dose titra-
tion, and monitor closely.

Neutropenia/agranulocytosis

Neutropenia, the presence of too few infection-fighting neu-
trophils in the blood, and its extreme form, agranulocytosis,
are most commonly associated with clozapine. These condi-
tions and related increased susceptibility to infection are sig-
nificant enough to warrant monitoring of granulocyte counts
throughout a course of clozapine treatment. Clozapine has
been associated with agranulocytosis ever since 16 cases, in-
cluding eight deaths, were reported soon after the drug was
introduced in Finland in 1975214. While many subsequent
cases of clozapine-associated agranulocytosis have been re-
ported215, rare case reports with phenothiazines, including
chlorpromazine, began appearing in the 1950s216-218. Case re-

ports also implicate olanzapine219 and risperidone220. About
3% of clozapine-treated patients will develop neutropenia;
about 1% will develop agranulocytosis221. The risk for other
antipsychotics is thought to be far lower.

The most important management strategy for neutropenia
or agranulocytosis is early detection, which will prevent op-
portunistic infections. Because the period of highest risk is
during the first months of treatment215, neutrophil counts are
measured more frequently in those months (weekly for 6
months in the US), then fortnightly for the remainder of the
first year, and thenmonthly for the duration of treatment.

If neutropenia occurs, guidelines specify more frequent
monitoring and when to interrupt treatment. For patients with
stable but marginally adequate neutrophil counts, some clini-
cians use lithium to raise granulocyte counts above threshold
levels to avoid increased monitoring requirements222,223. The
mechanism by which lithium increases granulocyte counts is
unknown224.

Pharmaceutical versions of granulocyte colony-stimulating
factor, a glycoprotein that induces bone marrow to produce
and release granulocytes, may be used to treat agranulocytosis
acutely225,226. For patients who have responded only to cloza-
pine, such drugs may have a longer-term role in preventing
agranulocytosis. For example, filgastram can be used over ex-
tended periods to maintain adequate neutrophil counts to
avoid infections. Challenges for the use of filgastram include
the need for parenteral administration and high cost.

Dose reduction is not an effective approach to clozapine-as-
sociated neutropenia224. Discontinuation of clozapine is the
definitive solution to clozapine-induced neutropenia. This ap-
proach generally requires switching to another antipsychotic.
For those patients who only responded to clozapine, clozapine
re-challenge after agranulocytosis has not been successful, but
case reports describe successful re-introduction of clozapine
after neutropenia using either lithium or filgastram to increase
neutrophil counts227.

Behavioral addictions/impulse control disorders

Aripiprazole has been associatedwith the onset or exacerba-
tion of impulse control disorders or behavioral addictions, in-
cluding pathological gambling and compulsive eating, spend-
ing, shopping and sexual behaviors228,229. Because the dopa-
mine agonists used to treat Parkinson’s disease also cause im-
pulse control disorders in a significant portion of patients, ari-
piprazole’s partial dopamine agonist effect is presumed to be
the mechanism230-232. Therefore, it is likely that other anti-
psychotics with dopamine agonist activity, such as cariprazine
and brexpiprazole,may also have this effect.

The key to management of these compulsive behaviors is
recognition that they are medication-induced and not simply
part of an underlying mental or behavioral condition. In all re-
ported cases, reducing the dose or discontinuing the causative
medication was effective in ending the uncontrollable behav-
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ior within weeks228,233,234. If an antipsychotic is necessary, one
without dopamine agonist effects should be selected.

Myocarditis

Myocarditis, or inflammation of the heart muscle, is a rare
but important medical risk of clozapine treatment that almost
always occurs within the first two months of treatment235,236.
Because myocarditis can progress quickly to cardiomyopathy
and congestive heart failure, the best management strategy is
to monitor for it, so that it can be recognized quickly. Slow ti-
tration may help237,238. At a minimum, patients initiating clo-
zapine should be monitored weekly for signs and symptoms of
myocarditis, including chest pain, dyspnea, orthopnea, pe-
ripheral edema, palpitations, fatigue, flu-like symptoms in-
cluding fever, nausea and vomiting, and diaphoresis239. An ECG
should be obtained and cardiac enzymes assessed as soon as
myocarditis is suspected. Laboratory tests suggesting myocar-
ditis in the context of recently started clozapine include ele-
vated eosinophil count, C-reactive protein, sedimentation rate,
and troponins. If myocarditis is suspected, an echocardiogram
can assess ventricular and cardiac valve functioning; baseline
echocardiograms are not necessary239,240.

If a diagnosis of myocarditis is highly suspected or con-
firmed, then clozapine should be discontinued promptly, and
general or specialty cardiac follow-up care is needed. In many
cases cardiac function returns to normal after clozapine is
stopped. Recurrence rates of clozapine-induced myocarditis
are high; if the possible benefits of the drug are thought to jus-
tify this risk, it should be re-initiated in hospital with close
monitoring241.

Metabolic effects

Many antipsychotic medications are associated, to variable
degrees, with weight gain, hypertension, and adverse effects
on lipid and glucose metabolism.

Several antipsychotics are associated with significant weight
gain, and virtually all antipsychotics are known to cause weight
gain among youth3. Weight gain is among the most important
antipsychotic side effects, because it is distressing to individuals
and increases the risk of adverse health outcomes such as degen-
erative joint disease, type 2 diabetes mellitus and its complica-
tions, cardiovascular and cerebrovascular disease, as well as
some types of cancer, and liver and kidney disease. Although
weight gain commonly accompanies other adversemetabolic ef-
fects, adverse changes in lipids and insulin sensitivity may occur
independently of weight gain3.

Anyone taking an antipsychotic medication should be regu-
larlymonitored formetabolic side effects. If these effects occur,
lifestyle modifications are widely recommended and are a rea-
sonable first step for individuals taking antipsychotic medica-
tions. Several structured behavioral programs have been tested

and found effective in individuals with severe mental ill-
nesses242-245. Switching to an antipsychotic with lower risk for
metabolic problems can be effective in helping individuals to
lose weight and improve metabolic profiles4,5.

Metabolic problems that develop in the context of success-
ful antipsychotic treatment can also be treated symptomatical-
ly, as they are in the general population. For example, statins
are used to treat dyslipidemias, and antihypertensive medica-
tions are used to treat hypertension. Metformin has repeatedly
been shown in randomized controlled trials to be modestly ef-
fective in helping patients taking antipsychotics to lose weight,
even if the weight gain was not recent246-249. Recently ap-
proved weight loss drugs – including lorcaserin, bupropion/
naltrexone, and liraglutide – have not been tested specifically
for antipsychotic-induced weight gain. Preliminary data on
naltrexone alone suggests that it may be helpful250. Stimulant
weight loss medications are not recommended due to their
psychotogenic potential.

Anticholinergic effects

Anticholinergic side effects of antipsychotics include de-
creased salivation leading to dry mouth, decreased intestinal
mobility leading to constipation, inhibition of visual accom-
modation leading to blurred vision, increased pupil size, and
tachycardia251. These effects may lead to medical complica-
tions such as dental caries, ileus, and angina or myocardial in-
farction. Because increased pupil size can exacerbate narrow-
angle glaucoma, this condition should be treated before initi-
ating antipsychotic treatment; an antipsychotic with minimal
anticholinergic effects should be selected. Similarly, prostatic
hypertrophy should be treated and an antipsychotic with little
anticholinergic effect should be used251.

Decreasing the antipsychotic dose is the first-choice man-
agement strategy for anticholinergic side effects. Changing to
a medicine with less anticholinergic effects may also be effec-
tive251. Finally, symptomatic management is a reasonable ap-
proach, but there is little evidence specific to antipsychotic-in-
duced anticholinergic effects.

Constipation due to antipsychotics, particularly clozapine,
can be severe and can lead to ileus252,253. Prevention and early
recognition are critical. Recommendedmanagement strategies
include adequate hydration; use of osmotic agents such as sor-
bitol, lactulose, or polyethylene glycol, and stimulant laxatives
such as senna or bisacodyl. The benefits of stool softeners such
as docusate sodium are unclear4. Bulk-forming, fiber-based
laxatives are generally not recommended for slow-transit con-
stipation suchas that caused by anticholinergic effects254.

CONCLUSIONS

The considerable benefits of antipsychotic medications are
countered, to some extent, by their adverse effects. Appropri-
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ate prevention and early management of these effects can en-
hance the net benefits of antipsychotics. Our review found
that, in general, few management approaches are supported
by strong empirical evidence; recommendations are often
based at least in part on expert opinion.

Nevertheless, a few key principles apply broadly. Only use
antipsychotics if the indication is clear; only continue anti-
psychotics if a benefit is discernible. If an antipsychotic is pro-
viding substantial benefit, and the adverse effect is not life-
threatening, then the first management choice is to lower the
dose or adjust the dosing schedule. Next is to change the anti-
psychotic; this is often reasonable unless the risk of relapse is
high, such as when an individual has only responded to cloza-
pine. In some instances, behavioral interventions can be tried.
Finally, concomitant medications, though generally not desir-
able, are necessary in many instances.

Evidence suggests that adverse effects are not themain reason
why individuals discontinue an antipsychotic medication255.
Nevertheless, optimal management of adverse effects will im-
provepatients’quality of life and their functional outcomes.
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INSIGHTS

Healthy pregnancy and prevention of psychosis

Do healthier pregnancies reduce the risk of offspring psy-
chosis? Variants of this question have appeared in recent pa-
pers, but with little discussion of how to answer it.

As a starting point, we note that current research on pre-
natal factors and psychotic disorders is relevant to this ques-
tion but only addresses it partially and indirectly; that we are
not aware of studies that do address it holistically; and that we
do not yet know how such studies could be done. We begin by
offering a perspective on research on prenatal factors and
psychotic disorders. Then we discuss three points that would
require consideration before explicitly directing research to-
ward the question at hand.

About 25 years ago, numerous established pregnancy/birth
cohorts had already reached adulthood, creating new oppor-
tunities for life course investigations1. In the US, for example,
investigators launched studies of prenatal factors and psychot-
ic disorders that made use of archived prenatal maternal sera
in two large pregnancy cohorts. The development and linkage
of national electronic registries in Scandinavia and elsewhere
further transformed capacity to investigate prenatal factors and
psychotic disorders2. Studies of prenatal exposures based in
“natural experiments” also contributed by mitigating sources
of confounding that preclude causal inference in traditional
observational designs3.

We are presently at the cusp of another leap forward, as na-
tional registries are being linked to archived biological data4;
pregnancy cohorts of more than 100,000 births are entering
the peak age of risk for psychotic disorders, with prenatal ge-
netic and biological data, and ongoing follow-up5; and natural
experiments are being conducted which include neuroimag-
ing as well as diagnoses6.

Relatively strong evidence suggests a role for prenatal infec-
tion andnutrition, but prenatal toxic exposures, prenatal stress,
and interpregnancy intervals are also viable candidates, to
name just a few. New methodologies from epidemiology are
increasingly incorporated to strengthen causal inference in
these data, meeting challenges such as disentangling the con-
tributions of factors that tend to cluster together due to lifestyle
or social conditions. Genomics and population neuroscience
are contributing to the converging evidence that prenatal fac-
tors matter for psychotic disorders, and yielding insights into
mechanisms. We still do not have definitive evidence that a
specific modifiable prenatal exposure is a cause of psychotic
disorders. There is much room for optimism, however, as new
approaches and data bases come to fruition.

As we move closer to definitive results, it becomes impor-
tant to consider how these results could be incorporated into
public health initiatives to promote healthy pregnancy. Some
results might yield further evidence for preventive actions al-
ready incorporated into healthy pregnancy initiatives, such as
recommended vaccinations and nutritional supplements. It
seems likely, however, that emerging results will require us to

consider public health actions that go beyond these simplest
scenarios. Therefore, it would be appropriate in the long-term
to adopt a more holistic public health framework for research.
For this purpose, three central points would require consider-
ation: What do we mean by a healthier pregnancy? Should we
broaden the offspring outcomes beyond psychotic disorders?
What could we gain by focusing on the population distribution
of relevant prenatal factors that lie on a continuum?

A universally applicable definition of “healthier pregnancy”
is elusive, and any particular measure needs justification for
purpose and context. From a life course perspective, charac-
teristics of a pregnancy may be beneficial for some offspring
health outcomes and harmful for others. Among many ex-
amples, pregnancy characteristics that increase birthweight
may reduce offspring risk of psychotic disorders but increase
offspring risk of pre-menopausal breast cancer2,7, and ad-
vanced paternal age at conception may increase risk of psy-
chotic disorders but lower offspring risk of cardiovascular dis-
ease8. Moreover, across different contexts, the characteristics
and outcomes that needmost emphasis will be different.

Neurodevelopmental delays, low cognitive performance,
and persistent subclinical psychotic experiences in children
are associated with increased risk of subsequent psychotic
disorders. These outcomes are manifest earlier and are more
common than psychotic disorders; therefore, they are often
more amenable to investigation. They have been related to
prenatal experiences; however, like for psychotic disorders,
the evidence is not definitive. Furthermore, recent work on
the structure of psychopathology supports a dimensional trans-
diagnosticperspective9. Fromthis perspective, preventing these
earlier outcomes could substantially reduce risk of psychotic
disorders, and probably other psychiatric disorders too, and
could have more public health significance. By contrast, we
may also find that certain prenatal factors are related to a sub-
group of frank psychotic disorders and not to these earlier ante-
cedents; hence the need to investigate the breadth of related
outcomes.

Characteristics of a pregnancy may be related to psychotic
disorders on a continuum. A large study found that lower
birthweight was associated with increased risk of psychotic
disorders, but across a broad continuum, implying that a shift
in the entire distribution of birthweight (or the causal factor it
represents) in the population might do more for prevention of
psychotic disorders than reducing the number of low birth-
weight babies2. Furthermore, across the continuum of birth-
weight, lower birthweight was associated with all treated psy-
chiatric disorders, not only with psychotic disorders. Caution
is needed, however, because the relationship of prenatal factor
and outcome may not be linear, but rather J-shaped or U-
shaped.

We suggest that, alongside the currently dominant approach
to research onprenatal factors and psychotic disorders, it could
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be useful to set the stage for a more holistic program of re-
search on healthy pregnancy and prevention of psychosis. We
have highlighted three central questions that could be ame-
nable to research and might be significant for public health in-
terventions. We should bear in mind, however, that the results
of such research may offer guidance, but may not provide un-
equivocal answers.

Finally, we note that, with few exceptions3, studies of pre-
natal factors and psychotic disorders have been done in high-
income countries. This makes it difficult to generalize any ho-
listic framework to lower-resource settings, where maternal
exposures and conditions affecting pregnancy are different,
and access to prenatal care is more limited. Interventions may
need to be integrated into broadly conceived programs, such
as the Maternal Health Thematic Fund10; and we may need to
consider, for example, whether reducing maternal mortality
and obstetric fistulas could result in less childhood trauma
and thereby benefit offspring neurodevelopment. A global ap-
proach to healthy pregnancy and psychosis will depend upon
the expansion of research to diverse low- and middle-income
country settings.
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Serotonin, psychedelics and psychiatry

Serotonin is a key neuromodulator known to be involved in
brain development, perception, cognition, and mood. How-
ever, unlike as with dopamine for example, a compelling uni-
fied theory of brain serotonin function has not yet been estab-
lished. This is likely due to the exceptional complexity of the
serotonin system,with its 14+ receptors, over twice the number
identified for any of the othermajor neuromodulator systems1.

Serotonin has been implicated in several major psychiatric
disorders, and most obviously in depression. Chronic medica-
tion with selective serotonin reuptake inhibitors (SSRIs) re-
mains the dominant treatment for unipolar depression, and
SSRI prescription rates have been increasing year-on-year at
record levels. Such widespread SSRI use has not noticeably
impacted on depression prevalence, however, and questions
continue to be asked about the safety, efficacy and general
philosophy of chronic pharmacotherapy.

Historically, psychiatry has been a divided house, with the
psychodynamic model dominating the first half of the 20th
century, and the biomedical model ever since. It is natural for
early perspectives within nascent disciplines to overshoot in
confidence before maturing and moderating over time. Such
has been the case with psychodynamic psychology for ex-
ample, and there are reasons to suspect that something similar
may be happening in relation to the pharmacological model.

This subtle shift in perspective is especially evident in con-
temporary serotonin and depression research. Until recently,
it was not unusual to hear patients, doctors and even psychia-

trists speak with presumed authority about how deficient sero-
tonin functioning is causal of depression, offering solace in the
view that “serotonin is to blame”. As with genetic determin-
ism, one should be mindful of the emotional function of such
explanations – especially in psychiatry, the most personal of
medical disciplines.

So what is the relationship between serotonin and depres-
sion? A fair (but unsatisfactory) answer to this question is that
“it is complex”. Not wishing to sit on the fence, however, a
more constructive statement is that there is increasing evi-
dence that serotonergic processes play a critical role inmediat-
ing an individual’s sensitivity to context2. For example, within
the last decade, seminal work has been done to demonstrate
how genetic variation within3 and pharmacological manipula-
tions of4 the serotonergic system interact significantly with en-
vironmental factors to determine outcomes in mental health.
The natural implication is that the pure pharmacological mod-
el can explain only part of themental health picture.

What, then, is the alternative? By implication, we should be
looking for a hybrid model, a middle-way, that combines the
precision, potency and cost-effectiveness of biomedicine with
the depth of insight and roundedness of psychology. There is
already evidence that SSRIs, in combination with evidence-
basedpsychotherapies, offer (marginally) superior efficacyover
either treatment alone5 –but should our search stophere?

In 1975, the Czech psychiatrist S. Grof compared the poten-
tial impact of psychedelic drugs on psychiatry to that of the
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microscope on biology and, while this analogy may strike
some as laughable, let us reflect for a moment that human re-
search with psychedelics has been effectively moribund since
the restrictive drug policy reforms of the 1960s-70s, and has
only recently been revived6.

Classic serotonergic psychedelics – such as LSD, psilocybin
and dimethyltryptamine – all possess agonist properties at the
5-HT2A receptor subtype, and 5-HT2A receptor agonism is
known to be the pharmacological trigger of the “psychedelic
experience”1. Crucially, there is also a wealth of evidence to
implicate 5-HT2A receptor signaling in processes of plasticity,
such as neurogenesis, neurodevelopment, learning, extinction
learning, cognitiveflexibility andenhancedenvironmental sen-
sitivity1.

Added to this, the subjective quality of a psychedelic experi-
ence is highly susceptible to contextual influence, for example
from the environment in which it occurs as well as from the ex-
pectations of the “tripper” and those around him or her2.
Moreover, the quality of an acute psychedelic experience ap-
pears to be a highly reliable predictor of subsequent long-term
mental health outcomes7. Another predictor of long-term psy-
chological outcomes is the degree of increase in the complex-
ity or “entropy” of brain activity recorded during the psyche-
delic experience, and this brain effect is hypothesized to be
relatively unique to psychedelics, and key to an understanding
of their exceptional phenomenology and therapeutic poten-
tial8.

Within the last 12 years, a growing body of evidence, albeit
from mostly small scale pilot studies, has suggested that psy-
chedelics, combined with contextual manipulation (such as
music listening and psychological support), can offer a safe
and effective treatment for a range of different psychiatric dis-
orders6. Where successful, the treatment effect appears to be
rapid and enduring. Moreover, promising outcomes have not
just been seen in depression, but in addiction and other dis-
orders as well6. That just one or two treatment sessions can
yield therapeutic effects lasting for several months is unprece-
dented in modern psychiatry. Of course, incredible claims re-
quire credible evidence but, with large randomized controlled
trials beginning with psilocybin for depression9, the required
roads are being laid.

A simple and plausible model of therapeutic mechanisms
of psychedelic treatments would greatly complement this on-
going clinical work. The thesis is put forward here that sero-
tonin differentially encodes behavioral and physiological re-
sponses to uncertainty. More specifically, it is proposed that
the limbic-rich inhibitory postsynaptic 5-HT1A receptor sub-
type provides basal control during normal conditions, via
moderating emotion and anxiety, and promoting a general-
ized patience. On the other hand, the cortically-rich 5-HT2A
receptor subtype is hypothesized to engage more during con-
ditions of crisis, when the above-mentioned default mecha-
nism becomes suboptimal, e.g. when an individual’s internal
and/or external milieu becomes so changeable and/or incon-
sistent with his/her prior beliefs and behaviors that significant
revisions becomemandated1.

Viewed through a Bayesian lens, it is proposed that the
principal functional effect of 5-HT2A receptor stimulation is to
relax prior assumptions or beliefs, held at multiple levels of the
brain’s functional hierarchy: perceptually, emotionally, cogni-
tively and philosophically (e.g., in terms of biases). In so doing,
it opens a door to heightened sensitivity to context2, an ideal
pre-condition for effective change.
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Insomnia and inflammation: a two hit model of depression risk and
prevention

Depression is projected to increase by 2030 to a position of
the greatest contributor to illness burden, due to its nearly 20%
prevalence and its over 75% rate of recurrence. Moreover,
even when pharmacological treatments are delivered, only
about 30% of depressed adults achieve remission. The Nation-

al Academy of Medicine has called for efforts to develop,
evaluate and implement prevention strategies focused on de-
pression1. However, to define those to be targeted for depres-
sion prevention, it is first necessary to identify biobehavioral
factors of greatest risk salience.
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Sleep disturbance (i.e., insomnia) is estimated to occur in
15% of the population, with rates as high as 70% in primary
care patients2. Among depressed patients, sleep disturbance is
one of the most frequent complaints, which often persists to
serve as a potent predictor of depression recurrence2. Because
use of antidepressant medications does not mitigate this risk3,
interventions that target sleep disturbance to prevent depres-
sion relapse are needed.

Yet, not all persons with sleep disturbance develop an inci-
dent depression, which raises the possibility that other factors
act in concert with insomnia to instigate the onset of clinically
significant depressive symptoms. In addition, it is not known
how insomnia gets converted into biological and affective risk
for depression, which is critical for identification of molecular
targets for pharmacological interventions, and for refinement
of insomnia treatments that target affective responding.

Substantial observational, prospective and experimental
data show that sleep disturbance is associatedwith increases in
systemic markers of inflammation, such as C-reactive protein
and interleukin-64, which have been found to predict depres-
sion. Similarly, extremes of sleep duration, such as sleeping
less than 6 hours or more than 8 hours per night, lead to ele-
vated levels of systemic inflammation4. Finally, experimental
sleep loss is found to induce an activation of inflammatory biol-
ogy dynamics at multiple levels of analysis, including increases
in systemic inflammation; monocytic production of pro-in-
flammatory cytokines; activation of the nuclear factor (NF)-κB
transcription control pathway and the signal transducer and
activator of transcription (STAT) family proteins; transcription
of interleukin-6 and tumor necrosis factor mRNA; and expres-
sion of the pro-inflammatory transcriptome6. Interestingly,
such immune activation in response to sleep loss is more ro-
bust in younger aged adults, and in women as compared to
men, consistent with epidemiologic evidence showing that
younger aged women are at greatest risk of depression.

Given that inflammation can elicit profound behavioral
changes, which include the initiation of depressive symptoms
such as sad mood, anhedonia, fatigue, psychomotor retar-
dation and social-behavioral withdrawal5,7,8, the inflamma-
tory biotype induced by sleep disturbance may be a key phe-
nomenon driving depression pathogenesis and recurrence.
Indeed, sleep disturbance and depression overlap with several
somatic conditions known to have an inflammatory basis, such
as asthma, rheumatoid arthritis and cardiovascular disease.

Inflammation is not static, but rather shows dynamic vari-
ability, due in part to many contributing factors, including spe-
cific diseases (i.e., infections) and psychosocial factors (i.e.,
interpersonal stress)5. Such acute increases in inflammation
may account for the prospective association between these
multi-level processes and subsequent onset of depression.

For example, in controlled experimental models that mimic
exposure to an infectious challenge, inflammatory activation
induces increases in depressed mood which correlate with ac-
tivation of brain regions recognized for their role in the patho-
physiology of major depressive disorder, and with decreases

in reward processing or anhedonia, which correlate with a
down-regulation of ventral striatum activity5.

Moreover, such experimental strategies have yielded sup-
port for a “two hit” model of depression, in which sleep dis-
turbance serves as a vulnerability factor to increase severity of
depressive symptoms following exposure to an inflammatory
challenge6, consistent with clinical observations that risk of
depression is heightened when sleep disturbance occurs in
concert with inflammatory states such as an infectious chal-
lenge or psychological stress. Alternatively, there is evidence
that inflammation itself can serve as a vulnerability factor and
increase the risk of depression when persons with the inflam-
matory biotype experience sleep disturbance.

If insomnia is associated with both inflammation and de-
pression, and in turn, inflammation signals depressive symp-
tom onset, then a credible hypothesis posits that treatment of
sleep disturbance might reverse inflammation, and reduce the
risk of depression. Emerging evidence supports this possibil-
ity.

Among the various treatment options for insomnia, cogni-
tive behavioral therapy for insomnia (CBT-I) is recognized to
be the “gold standard”, with effects as robust and more dur-
able than pharmacological therapies. Using randomized con-
trolled trial designs, CBT-I induces robust improvements in in-
somnia outcomes, which map onto long-term (i.e., one year)
and large (>50%) decreases in levels of C-reactive protein, as
well as decreases in the proportion of insomnia patients whose
C-reactive protein levels are considered high risk (>3.0 mg/
dl)6. Importantly, these improvements in insomnia and in-
flammation temporally coincide with decreases in depressive
symptoms.

Additionally, mind-body interventions such as tai chi (i.e., a
movement meditation) and mindfulness meditation, known
to target stress response mechanisms, have been found to be
non-inferior to CBT-I in the treatment of insomnia9, and also
to reverse the insomnia related inflammatory leukocyte tran-
scriptional profile (i.e., genes regulated by the pro-inflamma-
tory NF-κB/Rel family) and activation of cellular inflamma-
tion, with effects greater than those observed following treat-
ment with CBT-I.

Whereas antagonism of endogenous inflammation by po-
tent cytokine antagonists appears to reduce depressive symp-
toms, at least in those depressed patients who evidence an in-
flammatory subtype of depression5, such treatments are ex-
pensive and carry the risk of adverse effects not reported to
occur with behavioral or mind-body interventions, making
these latter non-pharmacologic therapies scalable for delivery
in the community to improve insomnia outcomes and reduce
inflammation, with possible effects in preventing depression.

Insomnia and inflammation act in concert as “two hits” to
identify a population who is especially vulnerable for the oc-
currence and/or recurrence of depression. Treatments that
target the inflammatory biotype and/or the insomniac behav-
ioral phenotype are emerging as promising strategies to pre-
vent depression.
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Conditioned hallucinations: historic insights and future directions

Perception is a process of unconscious inference, based on a
model of one’s surroundingswhich is combinedwith incoming
sensory evidence. Pavlov suggested that this process involved
classical conditioning. The associations formed by learning
from experience comprise the world model. We have known
since 1895 that such learned expectationsmay in fact penetrate
perceptual inference so profoundly that they induce hallucina-
tions1.

Dating back to J. Konorski in the 1960s, associatively re-
trieved internal representations have been implicated in the
genesis of hallucinations in rats2. For example, a hungry rat is
presented with a tone and subsequently a sweet sugar solu-
tion. The rat learns after only a few trials that the tone predicts
sugar. The tone evokes a highly realistic, sensory representa-
tion of the sugar, which the rat has trouble distinguishing from
reality. With extended training, rats stop having these cue-in-
duced hallucinations, but not in animal models that recapitu-
late the biology of psychosis3.

In humans, consistent pairings between the faint illumina-
tion of a bulb and a near-threshold tone presentation caused
subjects to report hearing tones, even when none were pre-
sented4. Voice-hearers with psychosis may be more suscep-
tible to this effect5. Auditory stimuli can also cue expectations:
a salient 1-kHz tone can, through repeated association with a
faint visual stimulus, induce visual hallucinations6. These ex-
periences even transfer out of the laboratory: subjects later re-
ported seeing the conditioned visual stimulus on their televi-
sion screen when none was presented, conditional on hearing
a 1-kHz tone6.

In an adaptation of these classic experiments, we recently
recruited four groups of subjects for participation in a func-
tional imaging experiment7. The four groups differed in having
or not a diagnosis of a psychotic illness and having or not daily
hallucinations, resulting in groups of those with psychosis
and hallucinations, with psychosis and without hallucinations,
without psychosis and with hallucinations, and without either
psychosis or hallucinations. After learning the association be-
tween the visual and auditory stimuli, all groups confidently re-
ported hearing tones that had not been presented (conditioned
hallucinations). During these, they activated a network of re-

gions previously identified during symptom-capture of audi-
tory hallucinations (e.g., bilateral anterior insula, association
auditory cortex, inferior frontal gyrus, superior temporal gyrus,
cerebellar vermis, parahippocampal gyrus, and anterior cingu-
late). However, those with hallucinations, whether or not they
had a diagnosable psychotic illness, reported conditioned hal-
lucinations at amuch higher rate than thosewithout.

We next employed a formal computational model of per-
ception: a three-tiered hierarchical Gaussian filter (HGF)8.
The HGF uses participant responses and the task structure to
estimate perceptual belief across three levels of abstraction.
The first level of the model (X1) represents whether the subject
believes that a tone was present or not on each trial. The sec-
ond level (X2) models belief that visual cues predict tones. The
third level (X3) is the change in belief about the contingency
between visual and auditory stimuli (i.e., volatility of X2).
Those with hallucinations demonstrated higher degrees of
perceptual belief on the first two layers (X1 and X2) and an
over-reliance on prior beliefs, which correlated with activity in
insula, superior temporal gyrus and other nodes in the net-
work active during conditioned hallucinations. Those with
psychosis, regardless of whether they had hallucinations or
not, were less likely to detect changes in the statistical struc-
ture of the task (X3) compared to non-psychotic participants,
activating cerebellum and parahippocampal gyrus less while
encoding the volatility of the light-sound contingency.

The model differentiated those with hallucinations from
those without, as well as those with psychosis from those with-
out. These computational metrics may hasten the detection of
those at risk for hallucinations and psychosis. The computa-
tional dissection of the circuit underlying conditioned hallu-
cinations allows for identification of nodes within that circuit
that sub-serve specific computational functions. Results indi-
cate that insula and superior temporal gyrus are particularly
involved in encoding low-level stimulus beliefs, while cerebel-
lar vermis and parahippocampal gyrus are critical for encod-
ing the volatility of learned contingencies.

This dissection has important implications for the use of re-
petitive transcranial magnetic stimulation (rTMS) and other
forms of neuromodulation as potential treatments. Different
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directions of modulationmay be beneficial within each region:
hyperactivity within superior temporal gyrus and insula may
be ameliorated by slow rTMS, inducing inhibitory plasticity.
Decreased cerebellar and parahippocampal activity and belief
updating may be remediated by potentiating theta-burst stim-
ulation. Targeting superior temporal gyrus in this manner has
shown efficacy in the treatment of auditory hallucinations9.
Likewise, cerebellar vermis, in addition to being driven bymul-
tiple sensory modalities, has been implicated in the etiology of
schizophrenia and identified as a potential target for deep
brain stimulation in treatment of psychosis.

Mathematically, prior weighting is the ratio of the precision
of prior knowledge to the precision of incoming sensory infor-
mation. Therefore, it may potentially be normalized by either
decreasing the precision of prior knowledge or increasing
the precision of incoming sensory evidence. The precision of
sensory evidence appears to depend critically upon choliner-
gic signaling: acetylcholine increases auditory discrimination
abilities and biases perceptual inference toward sensory evi-
dence. Cholinergic receptor blockade diminishes sensory sen-
sitivity, decreases reliance on incoming sensory evidence dur-
ing perceptual inference, and can both cause spontaneous
hallucinations and enhance conditioned hallucinations10. By

contrast, increased cholinergic signaling ameliorates psychot-
ic symptoms in humans and rodent models of schizophrenia.

Combining long observed phenomena in humans and an-
imals with state-of-the-art computational neuroimaging, this
work has yielded new insights into the biology and psycholo-
gy of hallucinations, that portend new, more precise, thera-
peutic approaches.
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LETTERS TO THE EDITOR

Balancing validity, utility and public health considerations in disorders
due to addictive behaviours

The concept of “behavioural (non-chemical) addictions”
was introduced close to three decades ago, and a growing body
of literature has emerged more recently on this and related
constructs1,2. Simultaneously, some authors have noted that
the classification of behavioural addictions requires further ef-
fort3,4. Here we provide an update on this area, emphasizing
recent work undertaken during the development of the ICD-
11, and addressing the question of whether it is useful to have
a separate section on disorders due to addictive behaviours in
this classification.

Both the DSM and ICD systems have long avoided the term
“addiction” in favor of the construct of “substance depend-
ence”. However, the DSM-5 includes gambling disorder in its
chapter on substance-related and addictive disorders, and
provides criteria for Internet gaming disorder, considering it
an entity requiring further study, and highlighting its similar-
ities to substance use disorders5-7. In the draft ICD-11, the
World Health Organization has introduced the concept of
“disorders due to addictive behaviours” to include gambling
and gaming disorders2,8. These disorders are characterized by
impaired control over engagement in the addictive behaviour,
the behaviour occupying a central role in the person’s life, and
continued engagement in the behaviour despite adverse con-
sequences, with associated distress or significant impairment
in personal, family, social, and other important areas of func-
tioning2,8.

An important focus during the development of DSM-5 was
on diagnostic validators. Certainly, there is some evidence for
overlap between substance use disorders and disorders due to
addictive behaviours, such as gambling disorder, on key valida-
tors including comorbidity, biological mechanisms, and treat-
ment response5-7. For gaming disorder, there is increasing in-
formation on clinical and neurobiological features. For a wide
range of other putative behavioural addictions, less evidence
exists. Further, several of these conditions may also demon-
strate overlap with impulse control disorders (in DSM-IV and
ICD-10), including comorbidity, biological mechanisms, and
treatment response9.

The groups working on ICD-11 recognize the importance of
validators of mental and behavioural disorders, given that a
classification system with greater diagnostic validity may well
lead to improved treatment outcomes. At the same time,
ICD-11 workgroups have focused in particular on clinical util-
ity and public health considerations in their deliberations,
with an explicit focus on improving primary care in non-spe-
cialist settings, consistent with the ICD-11’s emphasis on glob-
al mental health. Fine-grained differentiations of disorders
and disorder subtypes, even if supported by empirical work
on diagnostic validity, are arguably not as useful in contexts
where non-specialists provide care. However, associated dis-

ability and impairment are key issues in this perspective, sup-
porting the inclusion of gambling and gaming disorders in
ICD-112,8.

There are multiple reasons why the recognition of disorders
due to addictive behaviours and their inclusion in the nosol-
ogy together with substance use disorders may contribute to
improving public health. Importantly, a public health frame-
work for prevention and management of substance use dis-
orders may well be applicable to gambling disorder, gaming
disorder, and perhaps some other disorders due to addictive
behaviours (although the draft ICD-11 suggests that it may be
premature to include in the classification any other disorder
due to addictive behaviours outside of gambling and gaming
disorders).

A public health framework to considering disorders due to
addictive behaviours arguably has a number of specific advan-
tages. In particular, it places appropriate attention on: a) the
spectrum from leisure-related behaviour without any harms
to health through to behaviour associated with significant im-
pairment; b) the need for high-quality surveys of prevalence
and costs of these behaviours and disorders, and c) the utility
of evidence-based policy-making to reduce harm.

Although some may be concerned about the medicalization
of ordinary living and lifestyle choices, such a framework overt-
ly recognizes that some behaviours with addictive potential are
not necessarily and may never become a clinical disorder, and
it emphasizes that prevention and reduction of health and so-
cial burden associated with disorders due to addictive behav-
iours may be achieved in meaningful ways by interventions
outside the health sector.

Several other criticisms of the constructs of behavioural dis-
orders or disorders due to addictive behaviours may be raised
for discussion. We have previously pointed out in this journal
that additional work is needed to make strong claims about
diagnostic validity9, and the draft ICD-11 currently also lists
gambling and gaming disorders in the section on “impulse
control disorders”. Relatedly, there is a reasonable concern
that the boundaries of this category may be inappropriately
extended beyond gambling and gaming disorder to include
many other types of human activity. Some of these arguments
overlap with those which emphasize the dangers of a reduc-
tionist medical model of substance use disorders.

While cognizant of the importance of these issues, our view
is that the potentially large burden of disease due to behav-
ioural addictions requires a proportionate response, and that
the optimal framework is a public health one.

Here we have outlined reasons why a public health frame-
work that is useful for substance use disorders may also be
usefully applied to gambling disorder, gaming disorder and,
potentially, other health conditions due to addictive behav-
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iours. This argument provides support for including substance
use disorders, gambling disorder and gaming disorder in a sin-
gle section of the chapter on mental, behavioural or neurode-
velopmental disorders in ICD-11.
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Evidence of the clinical utility of a prolonged grief disorder diagnosis

A substantial body of research has shown that prolonged
grief disorder (PGD), characterized by persistent and severe
separation distress, constitutes a disorder distinct from be-
reavement-related major depressive disorder (MDD) and
post-traumatic stress disorder (PTSD)1. Reviewing the available
evidence, the work group covering the Disorders Specifically
Associated With Stress section in the ICD-11 decided to slate
PGD for inclusion as a new stress response syndrome2. Still,
mental health professionals and laypersons have expressed
concerns that diagnosing PGD represents a “medicalization”
of normal grief reactions3. Fears of the overdiagnosis of nor-
mal responses remain4-6.

As a new disorder, it is of paramount importance to deter-
mine whether PGD is a clinically useful diagnosis. According to
First7, a mental disorder or diagnostic system has clinical utili-
ty if it: a) helps communication, b) facilitates effective inter-
ventions, c) predicts management needs and outcomes, and d)
differentiates disorder from non-disorder and comorbid dis-
orders. Whereas a large body of evidence has demonstrated
the construct, predictive and incremental validity of PGD, clini-
cians’ perceptions of its clinical utility have yet to be tested ex-
perimentally.

To address this gap, our group recently completed a two-
phase National Institute of Mental Health (NIMH)-funded ran-
domized controlled trial in the US that evaluated the clinical
utility of PGD by examining the impact of providing informa-
tion about the diagnosis on clinicians’ ability to differentially
diagnose PGD in “virtual standardized patients” (VSPs). The
use of VSPs allowed us to standardize clinical presentations,
control influential confounding variables and patient charac-

teristics, and avoid burdening bereaved participants. Using
VSPs (rather than written vignettes or clinicians selecting their
own patients8, as has been done in prior studies) increased the
external validity of this investigation.

In Phase 1 of the study, video-recorded case vignettes for
the VSPs were developed with the input of seven bereavement
experts. They reflected cases of PGD, normative grief not meet-
ing criteria for PGD, MDD, and PTSD. Four blinded, expert
diagnosticians were asked to review the VSPs and evaluate the
cases to establish “gold” or “criterion” standard diagnoses.
There was full agreement on 12 of the cases, which were in-
cluded in Phase 2 of the study.

In Phase 2, clinicians (N=120 completers) were randomized
to receive written information about PGD (informed) or not
(not informed). Participants were asked about their back-
ground and experience working with the bereaved, and were
invited to provide a diagnosis and treatment recommenda-
tions for four VSPs depicting normative grief, PGD, MDD and/
or PTSD. Participants were also surveyed about PGD’s clinical
utility. Participants included psychiatrists (17%), psychologists
(27%), social workers (43%), and other licensed clinicians
(13%). They were 76% female and 66%White.

We found that clinicians provided with information about
PGD, compared to those not receiving such information, were
4.5 times more likely to diagnose PGD accurately. There were
no significant group differences in the likelihood of clinicians
accurately diagnosing normative grief, MDD or PTSD, but
there were significant between-group differences in treatment
recommendations for PGD cases. Clinical utility ratings of the
PGD diagnostic criteria were high, with the majority of clini-
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cians rating those criteria as easy to use (97%) and overall clin-
ically useful (95%).

There has been significant concern that introducing a diag-
nosis of prolonged grief would increase the likelihood that
clinicians will medicalize or pathologize grief4-6. We found,
however, that mental health providers who received informa-
tion about PGD were no more likely to pathologize normative
grief than those who did not receive this information in ad-
vance of evaluating standardized patients. Furthermore, clini-
cians who correctly diagnosed PGD were shown to be less like-
ly to recommend antidepressants for individuals they accu-
rately diagnosed with PGD andmore likely to recommend psy-
chotherapies that have direct relevance to PGD symptoms,
such as disbelief (emotion-focused therapy), loss of meaning
(existential therapy), and persistent suffering (acceptance and
commitment therapy). This may reflect clinicians’ perception
that PGD is less biologically based than, for example, MDD. Al-
though, like the DSM, the PGD tutorial did not offer treatment
recommendations, it did describe risk factors that were psy-
chological in nature,whichmayhave affected the recommenda-
tionsmade.

This study also suggests the clinical value of using straightfor-
ward diagnostic criteria to distinguish pathological grief from
other clinical presentations. The proposed PGD criteria are
highly specific, which should reduce the risk of pathologizing
normative grief reactions1. At the same time, they are sufficient-
ly sensitive to capture those in need1. Under-recognition of
PGD and misclassifying it as another diagnosis is likely to lead
to suboptimal treatment. PGD improves when specific inter-
ventions, such as those recommended by the study partici-
pants, target unique pathological grief symptoms9. The mis-
diagnosis of PGD as MDD or PTSD may promote the use of in-
appropriate interventions.

Although this study was limited by a relatively small sample
size and by the biases inherent in those who chose to partici-
pate, it demonstrates that PGD is perceived and shown to be
clinically useful. We therefore believe that educating clinicians
about PGD is likely to improve their ability to distinguish nor-
mal from pathological grief; to enhance communication be-
tween clinicians, patients, and their families; and to assist in
the delivery of effective treatments for PGD7.
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Diet as a hot topic in psychiatry: a population-scale study of
nutritional intake and inflammatory potential in severe mental illness

Peoplewith severemental illnesses (SMIs) – including schizo-
phrenia, major depressive disorder (MDD) and bipolar dis-
order – have excessive caloric intake, a low-quality diet, and
poor nutritional status compared to the general population1,2.
Poor diet increases the risk of diabetes and cardiovascular mor-
tality in this population3. Furthermore, excessive consumption
of high-fat and high-sugar foods can increase systemic inflam-
mation4. Indeed, all classes of SMI show heightened levels of
peripheral inflammatorymarkers,which is linked toworseprog-
nosis in these conditions.However, there currently is anabsence
of large-scale studies comparing the nutritional intake and in-
flammatory profile of the diets of individualswith SMIs.

To address this, we used detailed dietary intake data from
the baseline phase (2007-2010) of the UK Biobank study5 to
examine differences in nutritional intake and diet-associated

inflammation between people with SMIs and the general pop-
ulation. Full details on the UK Biobank, including approval
from the National Health Service (NHS) Research Ethics Com-
mittee, are available elsewhere5. We used patient hospital rec-
ords to identify individuals with a ICD-10 diagnostic history of
recurrent depressive disorder, bipolar disorder (type I or II) or
schizophrenia. Additionally, participants’ answers to questions
from the Structured Clinical Interview for DSM-IV Axis I Dis-
orders (SCID-I) and Patient Health Questionnaire (PHQ), ad-
ministered at the UK Biobank baseline, were used to identify
additional individuals with MDD or bipolar disorder6. Partici-
pantswho fell intomultiple psychiatric categories were assigned
hierarchically to only one, in this order: schizophrenia, bipolar
disorder, MDD. Healthy controls were derived from all UK Bio-
bank participants who had no indication of any previous or pre-
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sent psychotic or mood disorder. Individuals with neurological
conditions known to affect memory recall were excluded from
all groups.

Diet was assessed using a validated computerized question-
naire, the OxfordWebQ7. This brief, self-administered 24-hour
recall measure queries previous day intake for >200 food items.
To capture intra-individual (day-to-day) variation in food in-
take, the WebQ was administered on up to five separate occa-
sions over a 16-month period. Missing individual data points
were imputed as the mean average across all available time
points from that individual. The first assessment was adminis-
tered on-site at the UK Biobank assessment centre; all subse-
quent administrations were completed online.

A total of 69,843 eligible UK Biobank subjects (mean age
56.5 years, 46.4% male) provided sufficient data for analyses.
Of these, 14,619 individuals had MDD, 952 had bipolar dis-
order, 262 had schizophrenia, and 54,010 were SMI-free. Mul-
tivariable linear regression was used to examine differences in
total daily energy intake and each macronutrient between the
SMI and control samples. Analyses were adjusted for gender
and age.

The greatest differences in diet were observed for the schizo-
phrenia sample. Age- and gender-adjusted comparisons to
control subjects showed highly elevated intakes in that sample
(all p<0.001) for total energy (+553.4 kilojoules (kj)/day, SE=
143.8), carbohydrates (+25.4 g/day, SE=4.86), sugar (+16.0
g/day, SE=2.98), total fat (+6.04 g/day, SE=1.77), saturated fat
(+3.76 g/day, SE=0.76) and protein (+5.24 g/day, SE=1.51),
with no difference in dietary fibre (p=0.78).

Individuals with bipolar disorder similarly showed signifi-
cantly (all p≤0.01) higher intake of total energy (+298.5 kj/day,
SE=75.9), carbohydrates (+11.4 g/day, SE=2.57), protein (+1.97
g/day, SE=0.80), sugar (+9.63 g/day, SE=1.57), total fat (+2.40
g/day SE=0.93) and saturated fat (+1.29 g/day, SE=0.40) com-
pared to controls, with no difference in fibre (p=0.32).

The MDD sample also showed significantly greater (all p<
0.001) age- and gender-adjusted intake in comparison to con-
trols, for total energy (+189.4 kj/day, SE=21.88), carbohydrates
(+5.15 g/day, SE=0.74), sugar (+3.11 g/day, SE=0.45), total fat
(+2.19 g/day, SE=0.27), saturated fat (+0.96 g/day, SE=0.12)
and protein (+1.12 g/day, SE=0.23), along with a small differ-
ence in dietary fibre intake (+0.15 g/day, SE=0.06, p=0.01).

Sensitivity analyses were conducted to adjust for ethnicity,
body mass index (BMI), education and social deprivation. This
did not substantially alter the overall findings.

Beyond examining raw macronutrient intakes, we also ex-
plored the inflammatory potential of the diet using the dietary
inflammatory index (DII®)4, which has produced consistent
positive associations in over ten studies using inflammatory
markers including C-reactive protein, interleukin-6 and tumor
necrosis factor-α as construct validators8.

A total of 68,879 participants had provided sufficient dietary
intake data across the 18 macro/micronutrient intake param-
eters relevant for DII® calculation. Multiple linear regression

was used to examine if SMI was positively associated with DII
scores, adjusting for age, gender, ethnicity, BMI, social depri-
vation, education and total energy intake. DII scores were sig-
nificantly elevated in subjects with schizophrenia (B=0.220,
SE=0.084, p=0.009) and MDD (B=0.031, SE=0.013, p=0.014),
but not with bipolar disorder (p=0.27), compared to controls.

Overall, this population-scale analysis of nutritional intake
confirms that people with SMIs have higher intakes of obeso-
genic nutrients and more inflammatory diets than the general
population.Whereas dietary interventions for SMIs often focus
exclusively on over-consumption of obesogenic, pro-inflam-
matory foods, this study shows that further consideration
should be given to increasing consumption of nutrient-dense
foods that are known to reduce systemic inflammation4,8.

In terms of both total caloric intake and excess obesogenic
nutrients, the worst dietary patterns were observed among
people with schizophrenia. This is a notable finding, as these
individuals also have significantly higher rates of metabolic
disorders and greater premature mortality than individuals
with other classes of SMI3,9, indicating that diet could be a key
factor influencing these outcomes.

Indeed, dynamic weight change algorithms predict that
each 100 kj of excess energy intake per day will eventually lead
to at least 1 kg increase in body weight10. Thus, the 553 kj (132
calories) per day excess observed in the schizophrenia sample
suggests that dietary differences alone can account for 5-6 kg
of the increased body weight observed in this population. Not
only does excess caloric, carbohydrate and fat intake increase
inflammation, but the concomitant increase in adipose tissue
also enhances chronic, systemic inflammation.

The degree to which the heightened systemic inflammation
observed in SMIs is attributable to dietary factors needs to be
clarified. Sufficiently sized cohort studies, using detailed die-
tary and psychiatric data alongside biomarkers of inflamma-
tion, can provide new insights into of the role of diet in SMIs.
Future work should also aim to establish the extent to which
heightened dietary inflammation in SMIs independently con-
tributes to the poor physical, psychological and neurocogni-
tive outcomes observed in these populations, which represent
a significant public health challenge.
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Global mental health: how are we doing?

The World Health Organization (WHO) has just launched
the 2017 edition of the Mental Health Atlas, consisting of up-
dated information from nearly 180 countries1.

Data from the Atlas are used to monitor mental health poli-
cies, laws, programmes and services across WHO Member
States2,3, and to track progress in the implementation of the
WHO’s Mental Health Action Plan 2013-20204. Additionally,
Atlas 2017 is particularly relevant as WHO is embarking on a
major transformation to increase its impact at country level and
to be fit-for-purpose in the era of the Sustainable Development
Goals5.

With the aim of stimulating the global mental health com-
munity to make further progress in relation to mental health
policies, laws, programmes and services, we present here the
main findings of Atlas 2017, and describe progress towards the
achievement of the four objectives of the Mental Health Ac-
tion Plan.

The production of Atlas 2017 followed a strict methodologi-
cal process, involving development of a questionnaire and an
associated completion guide, management of an online data
collection system, validation of information and responses, li-
aison with Member States andWHO Regional and Country Of-
fices, as well as analysis and interpretation of data1.

A total of 177 out of 194 WHO Member States (91%) com-
pleted, at least partially, the Atlas questionnaire, with a sub-
mission rate above 85% in all WHO Regions.

In terms of mental health governance, 72% of Member
States reported to have a standalone policy or plan for mental
health, and 57% to have a standalone mental health law. Im-
portantly, 94 countries, i.e. 68% of those that responded or
48% of all WHO Member States, have developed or updated
their policies or plans for mental health in line with inter-
national and regional human rights instruments. Similarly, 76
countries, i.e. 75% of those that responded or 39% of all WHO
Member States, have developed or updated their law for men-
tal health in line with international and regional human rights
instruments.

In terms of financial and human resources formental health,
Atlas 2017 shows that the levels of public expenditure onmental
health are very meagre in low- and middle-income countries,
and more than 80% of these funds go to mental hospitals.
Globally, the median number of mental health workers is 9 per
100,000 population, with extreme variation, from below 1 in
low-income countries to over 70 in high-income countries.

Wide variation was also observed in terms of number of
mental health beds,which range frombelow7 in low- and lower
middle-income countries to over 50 in high-income countries
per 100,000 population. Similar variation was documented for
child and adolescent beds, which range from below 0.2 in low-
and lower middle-income countries to over 1.5 in high-income
countries.

A total of 123 countries, equivalent to 69% of those that re-
sponded or 63% of all WHO Member States, reported at least
two functioning national, multisectoral mental health promo-
tion and prevention programmes. Out of almost 350 function-
ing programmes, 40% were aimed at improving mental health
literacy or combating stigma and 12% were aimed at suicide
prevention.

As far as progress towards the achievement of the four ob-
jectives of the Mental Health Action Plan is concerned, Atlas
2017 highlighted the following:

Target 1.1: 80% of countries will have developed or updated
their policies or plans for mental health in line with internation-
al and regional human rights instruments (by the year 2020).
The proportion of countries fulfilling this target slightly in-
creased from 45% (Atlas 2014) to 48% (Atlas 2017) of all WHO
Member States.

Target 1.2: 50% of countries will have developed or updated
their law for mental health in line with international and re-
gional human rights instruments (by the year 2020). The pro-
portion of countries fulfilling this target slightly increased from
34% (Atlas 2014) to 39% (Atlas 2017) of all WHO Member
States.
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Target 2: Service coverage for severe mental disorders will
have increased by 20% (by the year 2020). Although Atlas 2017
made a substantial effort to increase the reliability of data, ser-
vice coverage for severemental disorders was not computable.
The treated prevalence for psychosis, bipolar disorder and de-
pression was 171.3, 41.0 and 95.6 per 100,000 population, re-
spectively.

Target 3.1: 80% of countries will have at least two functioning
national, multisectoral mental health promotion and preven-
tion programmes (by the year 2020). The proportion of coun-
tries fulfilling this target increased from 41% (Atlas 2014) to
63% (Atlas 2017) of all WHOMember States.

Target 3.2: The rate of suicide in countries will be reduced by
10% (by the year 2020). According toWHO data on suicide, sui-
cide rate slightly decreased from 11.4 to 10.5 per 100,000
population from 2014 to 2017.

Target 4: 80% of countries will be routinely collecting and re-
porting at least a core set of mental health indicators every two
years through their national health and social information sys-
tems (by the year 2020). The proportion of countries fulfilling
this target slightly increased from 64 countries, 33% of all
WHO Member States (Atlas 2014), to 71 countries, 37% of all
WHOMember States (Atlas 2017).

A number of limitations should be recognized when exam-
ining Atlas 2017 data. A first limitation is that some countries
were not able to provide data for a number of indicators. For
example, data on service coverage and utilization were not
available formany countries, possibly due to the still limited im-
plementation of national information systems.

Second, although a large number of countries submitted
questionnaires for both Atlas 2014 and Atlas 2017, the list of
countries completing both data points within each of the ques-
tions was sometimes different. This adds some constraints to
comparisons of data over time between the two Atlas versions.

Third, it is important to acknowledge the limitations associ-
ated with self-reported data, particularly in relation to qualita-
tive assessments or judgements, often being made by a single
focal point. It is nevertheless important to note that the pro-
cess of country-level mental health data collection, started by
WHO in 2000 in partnership with WHO Member States, has

progressively improved in terms of quality and quantity of in-
formation, and is expected to make further progress over the
next years.

This continuous effort has also contributed to consolidate
an epidemiological and evaluative culture among WHOMem-
ber States, which is a major achievement considering the im-
portant public health choices that countries are continuously
required to make6. The next important step is that countries
start to use the data they collected to improve their mental
health system and tomonitor progress.

Data included in the Mental Health Atlas 2017 demonstrate
the commitment of countries to track progress towards the im-
plementation of the WHO’s Mental Health Action Plan 2013-
2020. Progressive development is being made in relation to
mental health policies, laws, programmes and services across
WHOMember States.

Findings from Atlas 2017 suggest that the global targets es-
tablished by the Mental Health Action Plan will be reached
only if there is a collective global commitment that leads to
substantial investment and expanded efforts at country level
in relation to mental health policies, laws, programmes and
services across WHOMember States.
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Global trends in high impact psychiatry research

The utility of psychiatry research, when indexed as the num-
ber of times it is cited by other researchers, is most centrally
predicted by the impact factor of the publishing journal1. In
keeping, scientists’ track record in high impact journals is di-
rectly related to academic promotions and merit increases in
academic psychiatry institutions2, and the acquisition of re-
search funding3. Thus, much pressure exists for psychiatric re-

searchers to publish their research in high impact psychiatry
journals.

Trends in high impact psychiatry journals are therefore im-
portant to examine. This is especially true when considering
that psychiatry is thought to be particularly vulnerable to publi-
cation bias.While studies have noted possible biases in the pre-
ponderance of underpowered studies stemming from phar-
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macological company sponsorship4, and the underrepresenta-
tion of research stemming from low- andmiddle-income coun-
tries5, less evidence exists in detailing possible bias relating
to the content of psychiatric research. We therefore assessed
global publication trends in high impact general psychiatry
journals according to specific illness typology and methodol-
ogy of research. In total, we extracted 12,218manuscripts from
six high impact psychiatry journals, over a 16-year period
(2000-2016).

In terms of psychopathology, stable trends emerged relat-
ing to comorbid psychiatric presentations, mood disorders
and psychotic disorders, which remained themost studied psy-
chopathologies throughout this period. Equally robust trends
emerged around the least commonly studied psychopathol-
ogies – personality, eating andobsessive-compulsive disorders.
The coverage of two of them (eating and personality disorders)
consistently decreasedover time.

In terms of manuscript typology, less stable trends emerged
and, although epidemiological and behavioral studies were
the most prevalent type across the entire period, they ap-
peared to be steadily decreasing in prevalence over time. By
contrast, editorial manuscripts almost tripled in prevalence
throughout this 16-year period and, by 2016, these manu-
scripts made up the most common manuscript type in high
impact psychiatry journals.

In interpreting these findings, several possibilities are worth
considering. First, while data relating to the ratio of submitted
versus accepted manuscripts are unavailable, one possibility
is that more manuscripts relating to comorbid presentations,
mood disorders and psychotic disorders are submitted to high
impact psychiatry journals, relative to other psychiatric dis-
orders, which may account for their greater overall preva-
lence.

Relatedly, evidence from the US National Institute of Mental
Health suggests that research pertaining to mood and psycho-
tic disorders consistently receivesmore funding than other psy-
chopathologies6. Greater financial support may allow for a
greater number of large-scale high-quality studies in the do-
main of mood and psychotic disorders, relative to other dis-
orders, which may account for the greater overall volume of
these studies in high impact psychiatry journals.

Similarly, the decreasing prevalence of epidemiological and
behaviorally-focused studies in high impact psychiatry jour-
nals may reflect a declining submission rate. This would be
consistent with the ongoing paradigm shift which posits that
innovative research ought to uncover the precise pathophysi-
ology of psychiatric disorders, rather than documenting be-
havioral sequalae or epidemiological trends7. However, it is
important to note that the presence of genetic, cellular or neu-
roimaging studies in high impact psychiatry journals is not in-
creasing.

A second possibility in accounting for these trends, in the
event of comparable submission rates, is a potential greater ac-
ceptance rate of manuscripts relating to specific psychopathol-
ogies and methodologies. In this instance, it would be impor-

tant to consider what drives a higher acceptance rate, and
therefore a greater emphasis on scientific discovery, among
some specific psychopathologies relative to others. For ex-
ample, in considering nationally representative data relating to
the prevalence of psychiatric disorders in the US, evidence sug-
gests that anxiety disorders are the most common psychiatric
disorders, yet they represent only 4-7% of manuscripts in high
impact psychiatry journals, and their coverage is steadily de-
clining over time. In contrast, psychotic disorders feature prom-
inently in high impact psychiatry journals, representing 20-27%
of all manuscripts, yet demonstrate a lifetime prevalence of less
than 1%.

Burden of illness data suggest that mood disorders are the
leading cause of disability-adjusted life years (DALYs) stem-
ming from psychiatric illness8, which is consistent with the
prevalence of manuscripts relating to these disorders in high
impact psychiatry journals. However, other major contributors
to DALYs stemming from psychiatric illness include anxiety
disorders and substance use disorders, which represent a no-
tably more marginal focus in high impact psychiatry journals.

The rapid increase in editorial manuscripts over this period
is particularly noteworthy, and it is unclear whether this re-
flects a sharp increase in the overall volume of editorial sub-
missions, relative to other types of methodologies, or a greater
acceptance rate among editorial manuscripts. In fact, editorial
manuscripts are unique in that they are typically solicited from
editors, although it is unclear as to whether this alters the
course of editorial and peer review. This sharp increase is im-
portant, however, in that editorials do not offer novel data, and
more frequently offer novel perspectives or syntheses of emer-
ging findings.

This may involve the advantage of assisting in the interpre-
tation and contextualization of complex empirical findings,
while simultaneously increasing the citation count of articles
included in the journal (although not the impact factor, which
is based on citations received by articles in the following two
years), since editorials typically relate to manuscripts in the
same journal edition.

In summary, these findings suggest a demonstrable skew in
high impact psychiatry journals towards comorbid, mood and
psychotic disorders, alongside editorial typemanuscripts. These
trends are important as they relate to the dissemination and up-
take of psychiatric research, since potential bias may stymie ad-
vances in research relating to less commonly featured psycho-
pathologies.

Our results suggest that trends in high impact psychiatry
journals may be comparable to trends in psychiatric research
funding, which is consistent with the notion that extramural
research funding appears to be linked to researchers’ track
records in high impact journals3. The potentially recursive in-
fluence between lower extramural research funding and the
lower likelihood of high impact publications may present an
additional barrier for research innovation among psychopathol-
ogies which attract less extramural funding, which ultimately
may result in slower advances for patients.
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Mental health initiatives in the workplace: models, methods and
results from the Mental Health Commission of Canada

Issues related to mental health in the workplace have be-
come of paramount interest, in part because of the recognition
that mental health of employees affects productivity, but also
because some workplaces have structurally embedded stress-
ors that may increase the risk of mental health problems. For
example, police, fire and emergency services have inherent
mental health challenges, which necessitate workplace health
promotion.

In addition to the humane argument to support the optimal
mental health of workers, there is also a financial argument to
address mental health in the workplace. Using an economic
model simulation, it was found that a comprehensive screen-
ing program for depression had a return on investment of ap-
proximately 4:1, based on estimates of presenteeism and ab-
senteeism alone1.

When issues related to lost productivity, increased disability
rates, and the indirect costs associated with hiring and training
replacement employees are also considered, employers are
well advised to promote optimal mental health – which means
building structures and a cultural environment that are sup-
portive of mental health in the workplace.

We have addressed issues related to mental health in the
workplace through the Opening Minds initiative of the Mental
Health Commission of Canada. This initiative recognizes that
the structure of the workplace can increase the probability of
mental health problems, and that the willingness of workplace
leaders to identify and speak about these issues influences
mental health outcomes. For example, negative attitudes to-
wards identifying and treating mental health problems, or dir-
ect stigma and discrimination from managers or co-workers,
can create significant barriers to self-care and reduce the like-
lihood that an employee will seek care for mental health is-
sues2.

In concert with the Opening Minds initiative, we have pro-
duced reviews of anti-stigma activities in the workplace3,4 and
of the organizational factors that facilitate and hinder mental
health and access to services5. We have modified and system-
atically evaluated more than twenty-four implementations of
two workplace programs that aim to directly address stigma,

encourage open dialogue and promote personal resilience6.
We have also conducted qualitative studies of how mental ill
health is experienced and managed in the workplace, and of
worker perspectives on related training programs. It is our be-
lief that these projects will enable a more sophisticated, com-
passionate and evidence-based approach to mental illness in
the workplace, and allow workplaces to both promote mental
health and recognize and address mental health challenges
when they occur7.

The two programs we have developed are the Road to Men-
tal Readiness for First Responders (R2MR) and The Working
Mind (TWM).

The R2MR is an adaptation of a program that was created
by the Department of National Defense in Canada for military
personnel. A notable feature of that program is the use of the
mental health continuum model, which encourages partici-
pants to conceptualize their mental health, in a non-patholo-
gizing way, on a scale that ranges from good functioning (rep-
resented as the color green), through varying degrees of in-
creasing distress and behavioural indicators, color-coded as
yellow, orange and red, respectively. The program also en-
courages four coping skills, adapted from cognitive-behavioral
therapy, to maintain and restore mental health, as needed.

Our adaptation of the R2MR program for first responders
included enhancement to the discussion about stigma and
discrimination related to mental illness in the workplace. We
adapted the mental health continuummodel and coping skills
that build personal resilience for the appropriate context. We
also leveraged the research literature suggesting that contact-
based education is a successful strategy to impart health-re-
lated information. Contact-based education includes the use
of video materials of first responders who have experienced
and overcome mental health problems, and the involvement
of trained peers to deliver the program to their colleagues.

This adapted R2MR program has been delivered to approxi-
mately 75,000 participants in Canada. We have consistently
evaluated the program, using an open trial methodology, with
pre-test, post-test, and 3-month follow-up on primary meas-
ures related to stigma and mental health resilience. Across 16
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sites and multiple types of first responders (N=4,649), we ob-
served an average effect size of 0.26 (range=0.12-0.45) for de-
creases in stigma, and 0.32 (range=0.20-0.49) for increases in
self-reported resilience.

The TWM is a further adaptation of the R2MR program, but
for general workplace settings. It incorporates videos and other
training materials that are consistent with those settings. The
program has been delivered to approximately 25,000 Cana-
dians. Our outcome evaluations in eight diverse settings (N=
1,155) revealed an average effect size of 0.38 (range=0.15-0.51)
for reduced stigma, and 0.50 (range=0.41-0.65) for increased
resilience.

Qualitative outcomes for both programs suggest that parti-
cipants seek help earlier and support others to seek help. Ver-
sions of both TWM and R2MR exist for frontline employees
and managers. The manager version includes an additional
module addressing issues related to employer responsibilities
(e.g., workplace accommodations) and how to develop and
maintain a mentally healthy workplace.

Based on the success of these programs, other variants are
being developed and evaluated. For example, The Inquiring
Mind is an adaptation for post-secondary students, and is cur-
rently under evaluation. Web-based booster sessions are being
examined as ameans to promote ongoing use of the program’s
knowledge and skills. A family package was created to assist
family members of first responders who took the R2MR pro-

gram to understand the program’s insights. We have both a
randomized trial of TWM underway, and an intended return
on investment study of the R2MR program.

Despite the work to date, there remains much to learn
about these types of programs and their effects. Interested
readers can learn more by contacting the Mental Health Com-
mission of Canada at mpietrus@mentalhealthcommission.ca.

Keith S. Dobson1, Andrew Szeto1, Stephanie Knaak1,2, Terry Krupa3,
Bonnie Kirsh4, Dorothy Luong5, Robyn McLean6, Micheal Pietrus2
1University of Calgary, Calgary, AB, Canada; 2Mental Health Commission of Canada,
Ottawa, ON, Canada; 3Queen’s University, Kingston, ON, Canada; 4University of
Toronto, Toronto, ON, Canada; 5Toronto Rehabilitation Research Institute, Toronto,
ON, Canada; 6Tapestry Evaluation, Canada

1. McDaid D, King D, Parsonage M. In: Knapp M, McDaid D, Parsonage M
(eds). Mental health promotion and prevention: the economic case. Lon-
don: Department of Health, 2011:20-1.

2. Thorpe K, Chénier L. Building mentally healthy workplaces: perspectives
of Canadian workers and front-line managers. Ottawa: Conference Board
of Canada, 2011.

3. Szeto ACH, Dobson KS. Appl Preventive Psychol 2010;14:41-56.
4. Hanisch S, Twomey C, Szeto ACH et al. BMC Psychiatry 2016;16:1.
5. Krupa T, Kirsh B, Cockburn L et al. Work 2009;33:413-25.
6. Leppin AL, Bora PR, Tilburt JC et al. PLoS One 2014;9:e111420.
7. Kirsh B, Krupa T. Luong D. Work (in press).

DOI:10.1002/wps.20574

Personality traits and risk of suicide mortality: findings from a
multi-cohort study in the general population

Suicide is a global public health concern. While many fewer
deaths per year are attributed to suicide (800,000) than to
chronic disease, estimates suggest that, for every completed
suicide, an additional 30-40 attempts are made. This equates
to more than 20 million attempted suicides worldwide each
year1.

While poor mental health2, low cognition3, social isolation4

and socio-economic disadvantage5 are related to suicide risk,
the predictive role of other psychosocial characteristics such
as personality type is uncertain. There is a circumstantial case
for selected personality types being implicated in the occur-
rence of suicide. Observational studies, for example, suggest
that low extraversion, high neuroticism, and low conscien-
tiousness are associated with an increased prevalence of de-
pressive symptoms6, a determinant of suicide2. Lower con-
scientiousness has also been linked with an increased risk of
heavy alcohol consumption7, a further risk factor for suicide8.

For the first time to our knowledge, we simultaneously re-
lated the five major personality components – extraversion,
neuroticism, agreeableness, conscientiousness, and openness
to experience – to suicide death by collating data from seven
large cohort studies.

We pooled individual-participant (raw) data from five co-
hort studies with information on personality, key covariates,
and suicide mortality: the UK Health and Lifestyle Survey
(HALS), the original US National Health and Nutrition Exam-
ination Survey (NHANES 1), the US Health and Retirement
Study (HRS), theWisconsin Longitudinal StudyGraduate Sam-
ple (WLSGS), and the Wisconsin Longitudinal Study Sibling
Sample (WLSSS). We also incorporated results from remote,
bespoke analyses of two further studies: the UK Biobank
(UKBB) and the Miyagi Cohort Study (MCS) (study summa-
ries available upon request).

Personality was assessed by using a range of questionnaires.
In HALS (extraversion, neuroticism), NHANES 1 (extraversion,
neuroticism, openness), UKBB (neuroticism), andMCS (extra-
version, neuroticism), a selection of personality variables were
captured, while in HRS, WLSG and WLSS all of the “Big Five”
traits were measured (extraversion, neuroticism, agreeable-
ness, conscientiousness, and openness to experience).

The covariates of education (primary, secondary, tertiary
level), smoking (current, former/never), alcohol intake (light,
heavy), and marital status (married/cohabiting, other) were
self-reported and based on standard enquiries.
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In all studies, death was ascertained frommortality records,
with suicide denoted by any mention of the following events:
suicide and self-inflicted poisoning by solid or liquid sub-
stances (E950-E959) and injury undetermined whether acci-
dentally or purposely inflicted (E980-E989) according to ICD-9;
and terrorism (U03.1 and U03.9), intentional self-harm (X60-
X84), event of undetermined intent (Y10-Y34), sequelae of in-
tentional self-harm, assault and events of undetermined intent
(Y87), and sequelae of unspecified external cause (Y89.9) ac-
cording to ICD-10.

A mean duration of mortality surveillance of 8.1 years in a
total of 464,251 participants (3,782,553 person-years) gave rise
to 270 suicide deaths. In the five studies for which we had indi-
vidual-participant data, each of our covariates was related to
completed suicide in the expected direction, although statis-
tical significance at conventional levels was not always appar-
ent: age (per decade increase: hazard ratio, HR=1.51, 95% CI:
1.19-1.92), gender (female vs. male: HR=0.37, 95% CI: 0.21-
0.66), education (primary vs. secondary/tertiary: HR=2.40, 95%
CI: 1.26-4.54), smoking (current vs. former/never: HR=1.89,
95% CI: 0.97-3.67), alcohol intake (heavy vs. light: HR=1.64,
95% CI: 0.36-7.44), and marital status (married/cohabiting vs.
not: HR=0.59, 95%CI: 0.32-1.06).

In themain analyses in which the exposures of interest were
the five personality types, adjusting for these covariates yield-
ed the same results as those apparent after controlling for age
and gender alone; we therefore present multiply-adjusted HRs
only. Each one SD increment in neuroticism score was related
to a 1.3-fold increase in suicide risk (HR=1.33, 95% CI: 1.18-
1.50), while a one SD higher agreeableness score was associ-
ated with protection (HR=0.71, 95% CI: 0.53-0.97). After drop-
ping data from UKBB (129 suicides) to examine if the largest
study had skewed the results, we found that the risk associated
with higher neuroticism was materially unchanged (HR=1.31,
95% CI: 1.11-1.55). We found no evidence that extraversion
(HR=0.99, 95% CI: 0.84-1.17), conscientiousness (HR=0.98,
95% CI: 0.69-1.39), or openness to experience (HR=0.94, 95%
CI: 0.69-1.29) were related to suicide rates in any of our anal-
yses.

Each personality type was only weakly related to socio-eco-
nomic status and health behaviours and, as a consequence,
controlling for these factors did not have an impact on the per-
sonality-suicide relation. This implicates other explanations
for the link between neuroticism and agreeableness on the
one hand and suicide mortality on the other.

It seems likely that people regarded as being agreeable and
less neurotic have a more extended or better established social
network relative to individuals with less favourable scores on
these traits. Social support, most frequently captured using
marital status, is related to a lower risk of suicide9. Though the
relationship of agreeableness and neuroticism with suicide
was robust to the adjustment of marital status herein, we did
not measure other potentially important characteristics of so-
cial integration – social network size, religious service attend-
ance – that are known to predict suicide9.

In conclusion, the characteristics of empathy and cooper-
ation that are synonymous with agreeableness appear to be
related to lower suicide rates, while people with a tendency
towards impulsivity and hostility, typical of a neurotically-
prone personality, experience higher risk. Our observation
that standard demographic risk factors (gender, education,
marital status) were related to suicide risk in the expected di-
rection gives us a degree of confidence in these novel results
for personality. Our findings suggest that attention should be
paid to selected personality characteristics in suicide pre-
vention.
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WPANEWS

Strengthening the scientific backbone of the WPA

As per WPA by-laws, the overarching
aims of the Scientific Sections comprise
the “collection, analysis, presentation, and
dissemination of information concern-
ing services, research, and training in the
various fields of psychiatry and mental
health and the advancement of scientific
knowledge in these fields”.

This is a lot, and may be considered
quite ambitions by some. But, on the
other hand, the Sections have become
known as the “scientific backbone” of
the WPA and, as such, they are meant to
carry a lot of weight and provide a frame-
work for our field, that is so diverse and
deals with disorders that present with a
combined lifetime prevalence of up to 40
percent. This diversity certainly is one of
the reasons why the number of Sections
has now grown to 72.

Given this importance for WPA, the
post of Secretary for Scientific Sections
comes with a great deal of responsibility
and calls for a continuous thought pro-
cess on how to further develop the Sec-
tions and keep them engaged.

In close collaboration with the Presi-
dent and the other members of WPA’s
Executive Committee, I will dedicate the
next six years to the implementation of
the following goals:

• Improve and streamline communica-
tion between the Sections and facilitate
research and publication projects.With
the Sections being the backbone for
scientific advances within the WPA,
the Association will develop an infra-
structure that allows for brainstorming
on research ideas, swift exchange of
research proposals, comments, joint
publications, etc.. Coordinated by the
Secretariat1,2, this will be achieved by
acquiring novel and flexible informa-
tion technology (IT) tools, such as web-
based conferencing or sharepoints, and
social media outlets. Such infrastruc-
ture will also be used to build a data-
base on funding opportunities, with
the idea to list country by country
names and contact details of fund-

ing bodies/agencies and current re-
quests for applications (RFAs) relevant
to WPA’s work. The emphasis should
lie on RFAs aimed at international col-
laborations. The Sections should fur-
thermore be encouraged to take up re-
search projects that are in line with
WPA’s Action Plan3 and/or the cities-
RISE4 initiative thatWPAhas partnered
with. Ideally, this could be incentivized
through a WPA program to offer seed
funding based on a matched funding
scheme.

• Continue and expand the intersection-
al activities of WPA.Over the past dec-
ade, the WPA has stepped up its ef-
forts to foster intersectional activities
at various levels5,6. This has ranged
from arranging intersectional sympo-
sia or workshops at WPA meetings to
major conferences like the joint meet-
ing of the Section on Epidemiology
and Public Health and the Section on
Genetics in Psychiatry in Munich in
2016. Ideally, intersectional activities
apply a cross-regional approach.

• Leverage the Sections’ experiences and
resources to further WPA’s activities for
early career psychiatrists. Investing in-
to early career individuals is an invest-
ment into the future of WPA and psy-
chiatry in general. This is why theWPA
established an Early Career Psychia-
trists (ECP) Section, following the suc-
cessful example of the WPA Early Ca-
reer PsychiatristsCouncil7. Iwill closely
work with this Section to make sure
that early career clinicians and re-
searchers are sufficiently represented
in the leadership and activities of all
Sections. Leveraging the IT framework
currently being built, the creation of a
mentoring data base will be explored.
Within the ECP program atWPAmeet-
ings, I consider implementing “science
slams” where ECP individuals would
present in a very brief form (5 min or
less) current research projects/ideas/
grant proposals to the audience. Senior
representatives from the WPA Exec-
utive Committee, Board, Council, and

Sections should be present and com-
ment and give advice.

• Promote gender equity at all levels of
Sections and their activities. Together
with the Executive Committee and the
Secretariat, I will implement measures
to promote gender equity across all
Sections, in particular as regards com-
mittee members and office bearers.

• Establish cross-country peer networks
of researchers to facilitate and share ac-
cess to knowledge, resources, and strat-
egies to publish successfully. Building
on the aforementioned resources and
strategies, the Sections should be en-
couraged to establish efficient and long-
lasting research networks spanning the
globe. These could give rise to powerful
consortia tackling important research
questions and serve as catalysts for early
career clinicians and scientists.

• Establish truly authentic and compas-
sionate relationships with organiza-
tions representing patients and care-
givers. In order to truly bring about
change and to improve the lives of
millions, WPA needs to bring together
researchers/clinicians, patients, and
family members/caregivers8. Sections
are ideally suited to initiate such “tria-
logue”9, focusing on specific topics of
practical relevance to patients while
at the same time establishing links to
the research world.

These proposals will be tightly coor-
dinated with the plans and work pro-
grams of the new Secretaries for Educa-
tion and Scientific Publications, as well
as the newly established Science Com-
mittee. Their implementation and inte-
gration in WPA’s Action plan is currently
discussed at the level of the WPA Execu-
tive Committee and Board.

The Secretary for Scientific Sections
welcomes any further suggestions as to
the future work and visibility of the Sec-
tions, WPA’s scientific backbone.

Thomas G. Schulze
WPA Secretary for Scientific Sections
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WPA Secretary for Education work plan

WPA vision is to advocate for “a world
in which people live in conditions that
promote mental health and have access
to mental health treatment and care that
meet appropriate professional and eth-
ical standards, integrate public health
principles and respect human rights”.

To achieve the aim of ensuring equi-
table access tomental health care for peo-
ple in different parts of the world, high-
quality mental health education for pro-
fessionals taking care of peoplewithmen-
tal health problems must be provided.
Driving sustainable changes in mental
health services also requires collaborative
partnerships with service users, carers,
and other community stakeholders1,2.

Therefore, my WPA education vision
is “Education for all: no matter who you
are, where you are, and how you are,
with a strategic intent to improve mental
health of all people around the Globe”.

Service users and carers, as well as the
general public, should have access to evi-
dence-based mental health information.
With the assistance of Member Societies
and early career psychiatrists, the WPA
website will provide hyperlinks to web-
sites with high-quality mental health in-
formation3. As of today, we have identi-
fiedwebsiteswith this information in sev-
en languages, includingEnglish, Spanish,
Portuguese, Chinese, Arabic, Hindi and
Urdu.

Another initiative is to form a work
group to establish a simple guideline for
Member Societies and interested indi-
viduals to standardize the translation of
important WPA documents into major
languages.

A related project is to compile a list of
recommended, evidence-based mental
health apps for mobile devices through
the support of the Section of e-Mental
Health and other relevant WPA Scientific
Sections. Besides, future WPA meetings

will be expected to include free public
forums for service users, carers and com-
munity stakeholders on topics of major
concern to the host countries.

A global survey of training provisions
involving WPA Member Societies was
conducted in 20174. The survey revealed
that 30% of respondent countries pro-
vided less than 36 months of psychiatric
training.A framework forpsychiatric train-
ing has been developed and released on
theWPAwebsite5. Thenext step is to assist
those countries to enhance their psychi-
atric training and education through dif-
ferent educational initiatives. Given that
many psychiatrists with limited training
are working in low- and middle-income
countries (LMIC), an online psychiatric
education programme will be an impor-
tant educational tool6.

The WPA has recently collaborated
with the University of Melbourne to de-
velop a completely online diploma pro-
gramme on International Psychiatry7.
The syllabus aims at enhancing knowl-
edge and skills in psychiatric and risk
assessment, essential psychopharmacol-
ogy, basic psychotherapy, and social and
cultural psychiatry. Potential sponsors
are currently being identified to provide
scholarships for these target participants,
particularly those fromMember Societies
with less than 36 months of psychiatric
training.Collaborationwith other region-
al psychiatric associations is also under-
way to promote this online programme.

Apart from online education, face-to-
face experiential training remains an im-
portant mode of education. A network of
volunteer psychiatristswith different psy-
chiatric expertise is now being developed
in collaboration with major national psy-
chiatric associations. The WPA will serve
as a platform to coordinate continuous
training and supervision by experts ad-
dressing the identified needs in the re-

cipient countries, and to find potential
sponsors to support travel and accom-
modation costs for the visiting scholars.
Such travel fellowships have been found
to be valuable in other medical special-
ties8. This programme is now under de-
velopment in Asia in collaboration with
the Asian Federation of Psychiatric Asso-
ciations (AFPA).

Apart from supporting psychiatrists
who have completed psychiatric train-
ing, the WPA is determined to support
and develop talents for mental health at
the start of medical career. In collabora-
tion with the International Federation
of Medical Students, a global survey on
the psychiatric curriculum in basicmed-
ical education has just been completed.
The survey resultswill inform theWPAon
how undergraduate psychiatric curricu-
lum can be enriched in medical school
education9.

The WPA also recognizes early career
psychiatrists as our next generation in
promoting the betterment of global men-
tal health. Therefore, every work group
on education will have at least one early
career psychiatrist being involved as a
regular member. Apart from having their
voices and ideas being heard in these
work groups, early career psychiatrists
may also benefit from learning the lead-
ership styles of senior members. Last but
not least, future WPA congresses will en-
deavor to identify possible means to sup-
port medical students and early career
psychiatrists to participate in educational
symposia and academic exchanges.

The educational needs of other pro-
fessionals working in mental health will
also be addressed. The aforementioned
WPAonline diploma also targets primary
care doctors working with patients with
mental health problems. Separate schol-
arships will also be identified for this tar-
get group of potential applicants. Fur-
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thermore, joint educational activities will
be developed in collaboration with the
World Organization of Family Doctors
(WONCA).

Given the high prevalence of com-
mon mental disorders in the community
across the world and the effectiveness of
cognitive-behavioral therapy (CBT) for
these disorders, health professionals tak-
ing care of patients with these disorders
in the primary care sector should be
equipped with the relevant basic CBT
skills10.

Existing evidence-basedCBTmanuals
targeted for health professionals at var-

ious levels of clinical experience in dif-
ferent languages will be identified. CBT
therapists and supervisors from the rel-
evant WPA Scientific Sections will be re-
cruited to disseminate these CBT skills
during their travel fellowships to LMIC
andWPA courses organized inWPAmeet-
ings.

Roger Man Kin Ng
WPA Secretary for Education
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Action Plan of the WPA Secretary for Publications

What makes the exceptional value of
the WPA is the unique opportunity it
offers to accommodate the diversity of
psychiatry, not only in its geographical
and cultural aspects, but also in its the-
oretical and practical dimensions. This
diversity makes, indeed, the richness of
psychiatry as long as it is integrated un-
der a common umbrella like the one
provided by the WPA. This integrative
mission is explicitly highlighted in the
WPA Action Plan 2017-20201.

Within this global framework, publi-
cations are situated between science (or
knowledge) and education (or training),
in reference to evidence and value based
good practices2. It is, therefore, mainly a
mediating stage between the input of
knowledge and the output of education.
The main aim of publications is then to
be integrated in this general process to
serveWPA goals for the benefit of psychi-
atry, mental health and their users or pa-
tients.

In this general perspective, publica-
tionshave, however, several specific tasks.
Among them, thedisseminationof knowl-
edge to improve psychiatric science and
practice and the promotion of the visibil-
ity, the funding and the academic recogni-
tion of Psychiatry, of WPA and of WPA
components, in particular Member Soci-
eties and thepsychiatrists they associate.

For that purpose, we consider crucial
to take into account the lack of resources
of low- and middle-income countries
(LAMIC) and the glass-ceiling effect pro-
fessionals often face in less scientifically
favored contexts, when they want to get
published. Linguistic, cultural and edu-
cational reasons account for many of
these difficulties, but they are far from
being the only or the most important
obstacles met by these colleagues. Even
more crucial is often the lack of theoret-
ical and practical incentives in the less
scientifically informed and methodolog-
ically trained contexts.

To address this issue, it is crucial to
improve the quality of psychiatry world-
wide. To reach this objective, we will
have to keep in mind that the WPA is
not a scientific organization as any other:
beside knowledge dissemination and ev-
idence-based training, the WPA should
aim at increasing its prestige and its sci-
entific recognition, so that it canuse them
to reduce the above contextual limita-
tions and promote the production emerg-
ing from less favored zones of theworld.

In this action, the stake of our work
in theWPA will be to encompass, on one
hand, the state of the art in the various
domains involved in psychiatry, taking
into account the huge differences of sci-
entific levels according to each of these

domains, and, on the other hand, the
reality of psychiatric practices in the var-
ious contexts in which psychiatry and
psychiatrists are struggling to help as ef-
ficiently as possible real patients and
carers they meet in their “natural” set-
tings.

Multiple actions can be proposed in
the publication domain to reach these,
potentially contradictory, overall goals.
Building on the extraordinary success of
the WPA official scientific journal,World
Psychiatry (it recently reached the im-
pressive impact factor of 30, under the
direction of M. Maj, its Editor), our pub-
lication project will try to renew WPA ef-
forts to increase the number, the scien-
tific quality and the dissemination of the
products of psychiatric knowledge and
experience.

For that purpose, one of our propos-
als will be to commission and contrib-
ute to produce WPA or WPA sponsored
books on relevant topics,with recognized
publishers and editors, increasing the vis-
ibility of these productions through the
WPAwebsite andWPAmeetings.

As an international organization, we
will also do our best to support the trans-
lations of World Psychiatry in various
languages (Russian, French, Spanish,
Portuguese, Arabic, Chinese). The same
efforts will be made to produce or trans-
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late anthologies of important classical
papers from various psychiatric tradi-
tions, resuming a successful book series
that has been interrupted in the past few
years.

In line with the focus of the previous
committee for scientific publications, un-
der the leadership of M. Riba3–5, we will
also develop, as much as possible, ad-
equate assistance to Member Societies
to get their national or regional journals
properly indexed. In that perspective, we
will look for adequate ways to provide
psychiatrists worldwide with assistance
and support to increase their ability to
publish scientific papers in English, such
as bilingual online journals (French-Eng-

lish, Spanish-English, Portuguese-Eng-
lish), methodological and writing assist-
ance, online courses on “how to publish
in indexed journals”.

Beside their scientific qualities, these
productions will aim to cover, from sci-
ence to practice, topics likely to benefit
from multifocal and comprehensive ap-
proaches, in close interaction with allied
disciplines. Here again, the past produc-
tions of WPA components and the feed-
back from the Member Societies will
guide and inspire us for our futureworks.

In all these projects, WPA diversity
will be seen as a strength. In line with
the Action Plan, the tasks related to pub-
lications will look for the benefit they

can get from this diversity, articulating
our publication projects with those as-
signed to the other members of the Ex-
ecutive Committee, particularly the Sec-
retaries for Education and for Scienti-
fic Sections, in connection with the new
Standing Committee for Science.

Michel Botbol
WPA Secretary for Scientific Publications
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